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PART I

CHAPTER 1: TYPES OF

STATISTICAL STUDIES AND
PRODUCING DATA

Chapter 1: Types of Statistical Studies
and Producing Data | 1






1. Why It Matters: Types of
Statistical Studies and
Producing Data

We organized this course around the Big Picture of Statistics. As
we learn new material, we will always look at how these new ideas
relate to the Big Picture. In this way the Big Picture is a diagram
that will help us organize and understand the material we will learn
throughout the course.

The Big Picture summarizes the steps in a statistical investigation.

We begin a statistical investigation with a research question. The
research question is frequently something we want to know about a
population. The population can be people or other things, such as
animals or objects. For example, we might want to know the answer
to questions such as:

* What percentage of U.S. adults supports the death penalty?
(Population: U.S. adults)

* Do cell phones affect bees? (Population: bees)

* Do cars get better gas mileage with a new gasoline additive?
(Population: cars)

The population is the entire group that we want to know something
about:

Why It Matters: Types of Statistical
Studies and Producing Data | 3



Population —

In most cases, the population is a large group. Often, the
population is so large that we cannot collect information from every
individual in the population. So we select a sample from the
population. Then we collect data from this sample. This is the first
step in the statistical investigation. We call this step producing data.

Producing Data

Population —

N Data

Of course, we need a sample that represents the population well.
This involves careful planning but also involves chance. For example,
if our goal is to determine the percentage of U.S. adults who favor
the death penalty, we do not want our sample to contain only
Democrats or only Republicans. So we can give everyone the same
opportunity to be in the sample, but we will let chance select the
sample.

At this step of the investigation we also carefully define what kind
of information we plan to gather. Then we collect the data.

4 | Why It Matters: Types of Statistical Studies and Producing Data



Data is often a long list of information. To make sense of the
data, we explore it and summarize it using graphs and different
numerical measures, such as percentages or averages. We call this
step exploratory data analysis.

Producing Data
o A Exploratory Data
<R Analysis

RN Data

Population

Remember, our goal is to answer a question about a population
based on a sample. Of course, samples will vary due to chance, and
we will need to answer our question in spite of this variability. So we
need to understand how sample results will vary and how sample
results relate to the population as a whole when chance is involved.
This is where probability comes in.

Producing Data

Population |

e Probability

Probability is the “machinery” behind the last step in the process
called inference. We infer something about a population based on a
sample. This inference is the conclusion we reach from our sample
data that answers our original question about the population.

Why It Matters: Types of Statistical Studies and Producing Data | 5



Producing Data

Exploratory Data
Analysis

Population —|

Example — The big picture of statistics

At the end of April 2005, ABC News and the Washington
Post conducted a poll to determine the percentage of U.S.
adults who support the death penalty.

Research question: What percentage of U.S. adults
support the death penalty?

Steps in the statistical investigation:

1. Produce Data: Determine what to measure, then
collect the data.
The poll selected 1,082 U.S. adults at random. Each
adult answered this question: “Do you favor or
oppose the death penalty for a person convicted of
murder?”

2.  Explore the Data: Analyze and summarize the data.
In the sample, 65% favored the death penalty.

3. Draw a Conclusion: Use the data, probability, and

6 | Why It Matters: Types of Statistical Studies and Producing Data



Producing Data

Exploratory Data

Population

65% are in favor

What percentage
support the death
penalty?

N Data

1082 responses
(favor or oppose)

Probability

Conclusion: We can be 95% sure that the population percentageis between 62% and 68%.

Inference

Let’s Summarize

A statistical investigation with a research question. Then the
investigation proceeds with the following steps:

Why It Matters: Types of Statistical Studies and Producing Data | 7



e Produce Data: Determine what to measure, then collect the
data.

» Explore the Data: Analyze and summarize the data (also called
exploratory data analysis).

» Draw a Conclusion: Use the data, probability, and statistical
inference to draw a conclusion about the population.

Types of Statistical Studies and Producing Data

In this first module, we focus on the produce data step in a statistical
investigation. We discuss two types of statistical investigations: the
observational study and the experiment. Each type of investigation
involves a different approach to collecting data. We will also see that
our approach to collecting data determines what we can conclude
from the data.

Producing Data

Population

el Probability

8 | Why It Matters: Types of Statistical Studies and Producing Data



2. Introduction: Types of
Statistical Studies

What you'll learn to do: Describe various types of
statistical studies and the types of conclusions
that are appropriate.

LEARNING OBJECTIVES

*  From aresearch question, determine the goal of a
statistical study.

*  Determine if a study is an experiment or an
observational study.

e  From a description of a statistical study, determine
the goal of the study.

*  Based on the study design, determine what types of
conclusions are appropriate.

Introduction: Types of Statistical
Studies | 9



3. Types of Statistical Studies
(1 of 4)

Learning Objectives

*  From aresearch question, determine the goal of a
statistical study.

Before we begin our discussion of the types of statistical studies,
we look closely at the types of research questions used in statistical
studies.

Research Questions about a Population

Recall that a population is the entire group of individuals or objects
that we want to study. Usually, it is not possible to study the whole
population, so we collect data from a part of the population, called
a sample. We use the sample to draw conclusions about the
population.

For example, suppose our research question is “What is the
average amount of money spent on textbooks per semester by full-
time students at Seattle Central?” We cannot interview every full-
time student at Seattle Central because would take too much time
and cost too much money. We therefore carefully select a sample of
full-time students at Seattle Central to represent the population of

10 | Types of Statistical Studies (1 of
4)



all full-time students at that college. Then we collect data from the
sample to estimate the average amount spent on textbooks.

This example illustrates how the research question guides the
investigation. A well-stated research question contains information
about:

* The population (full-time students at Seattle Central).

* The information we will collect from each individual in the
sample. We also call this the variable. The variable is what we
plan to measure (amount of money spent on textbooks per
semester).

* A numerical characteristic about the population related to this
variable (the average amount of money spent on textbooks per
semester).

Here are some common types of research questions about a
population:

Types of Statistical Studies (1 of 4) | 11



Type of Research Question

Make an estimate about the
population (often an estimate about
an average value or a proportion
with a given characteristic)

Test a claim about the population
(often a claim about an average
value or a proportion with a given
characteristic)

Compare two populations (often a
comparison of population averages
or proportions with a given
characteristic)

Investigate a relationship between
two variables in the population

Examples

What is the average number of
hours that community college
students work each week?

What proportion of all U.S. college
students are enrolled at a
community college?

Is the average course load for a
community college student
greater than 12 units?

Do the majority of community
college students qualify for federal
student loans?

In community colleges, do female
students have a higher GPA than
male students?

Are college athletes more likely
than nonathletes to receive
academic advising?

Is there a relationship between the
number of hours high school
students spend each week on
Facebook and their GPA?

Is academic counseling associated
with quicker completion of a
college degree?

Learn By Doing

view it online here:

An interactive or media element has been

excluded from this version of the text. You can

12 | Types of Statistical Studies (1 of 4)



https: /library.achievingthedream.or:

herkimerstatisticssocsci/?2p=19

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.ot

herkimerstatisticssocsci/?2p=19

Research Questions about Cause and Effect

A research question that focuses on a cause-and-effect relationship
is common in disciplines that use experiments, such as medicine or
psychology. These types of questions ask how one variable responds
as another variable is manipulated. These types of questions involve
two variables. Here are some examples:

Types of Statistical Studies (1 of 4) | 13
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* Does cell phone usage increase the risk of developing a brain
tumor?

* Does drinking red wine lower the risk of a heart attack?

* Does playing violent video games increase aggressive
behavior?

* Does sex education lower the incidence of teen pregnancy?

To provide convincing evidence of a cause-and-effect relationship,
the researcher designs an experiment. We discuss experiments in
“Collecting Data - Conducting an Experiment”

Note: In the previous section, Research Questions about a
Population, we included examples of questions about the
relationship between two variables in a population. But in these
types of questions, we used words like associated, correlated, linked
to, and connected. These words do not imply a cause-and-effect
relationship between the variables. We can investigate these types
of questions without conducting an experiment - an observational
study will do. We study observational studies in “Collecting Data —
Sampling”

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?2p=19
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4. Types of Statistical Scudies
(2 of 4)

Learning Objectives

*  Determine if a study is an experiment or an
observational study.

*  From a description of a statistical study, determine
the goal of the study.

In general, there are two types of statistical studies: observational
studies and experiments.

An observational study observes individuals and measures
variables of interest. The main purpose of an observational study is
to describe a group of individuals or to investigate an association
between two variables. We can answer questions about a population
with an observational study. We can also investigate a relationship
between two variables. But in an observational study, researchers do
not attempt to manipulate one variable to cause an effect in another
variable. For this reason, an observational study does not provide
convincing evidence of a cause-and-effect relationship.

An experiment intentionally manipulates one variable in an
attempt to cause an effect on another variable. The primary goal
of an experiment is to provide evidence for a cause-and-effect
relationship between two variables. But the experiment has to be
well-designed to provide convincing evidence of a cause-and-effect

16 | Types of Statistical Studies (2 of
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relationship. We study experiment design in the section “Collecting
Data - Conducting an Experiment.

For now, our goal is to distinguish between these two types of
studies. We focus on the connection between the research question,

the type of study, and the kinds of conclusions we can make.

Example

Music and Learning

Many students listen to music while studying. Does

listening to music improve learning? Students in a statistics
class decide to investigate this question. They write more
specific research questions related to the topic of music
and learning. Then they design the following three studies:

Study 1

Types of Statistical Studies (2 of 4) | 17



Specific research questions: Do the majority of college
students listen to music while they study? Do the majority of
college students believe that listening to music improves their
learning?

To investigate these questions, the statistics students
conduct a survey in their other classes. They ask these two
questions:

e Do you listen to music while you study?
* Do you think listening to music improves your
concentration and memory?

This is an observational study designed to answer two
questions about a population of college students. Each
question contains a claim about the population of college
students. We can use data from this study to see if these
claims are true. But data from this study cannot provide
evidence of a cause-and-effect relationship between
listening to music while studying and improvements in
learning.

Study 2

Specific research question: When we compare students
who study with music to students who study in a quiet
environment, which group gives higher ratings for
understanding what they studied?

To investigate this question, the instructor divides the
class into two groups: (1) those who listen to music when
they study and (2) those who do not listen to music when
they study. The students keep a journal for a week. Each
time they study, they record the following information:

*  Length of study session (in minutes)

18 | Types of Statistical Studies (2 of 4)



*  Arating of how well they understood what they
studied, on a scale of 1-10: 1 = no understanding, 10 =
excellent understanding.

This investigation is also an observational study. It
compares two populations: (1) college students who listen
to music when studying and (2) college students who do
not listen to music when studying. We can also view this as
an observational study of one population (college students)
that investigates the relationship between two variables:
listening to music while studying and perceived
understanding of material studied. From this study, we
might learn something interesting about the connection
between college students’ study habits and their perception
of their learning. But since this is an observational study,
data from this study cannot provide evidence of a cause-
and-effect relationship between listening to music while
studying and improvements in learning.

Study 3

Specific research question: Does listening to music
improve students’ ability to quickly identify information?

To investigate this question, the instructor uses word-
search puzzles. She divides the class into two groups.
Students on one side of the room do a word puzzle for 3
minutes while listening to music on an iPod. Students on
the other side of the room do a word puzzle for 3 minutes
without music. The instructor calculates the average
number of words found by each group.

This study is an experiment. The instructor manipulates
music to investigate the impact on puzzle completion. Data
from this study can provide evidence of a cause-and-effect
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relationship between listening to music while studying and
improvements in learning. But the improvement in learning
is more narrowly defined as the ability to quickly identify
information, such as words in a puzzle.

Learn By Doin g

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=20

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org/

herkimerstatisticssocsci/?p=20
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5. Types of Statistical Studies
(3 of 4)

Learning Objectives

*  Based on the study design, determine what types of
conclusions are appropriate.

We now focus more closely on studies that investigate a relationship
between two variables. In these types of studies, one variable is
the explanatory variable, and the other is the response variable.
To establish a cause-and-effect relationship, we want to make sure
the explanatory variable is the only thing that impacts the response
variable. We therefore get rid of all other factors that might affect
the response. Then we manipulate the explanatory variable. Our
goal is to see if it really does affect the response.

In an observational study, researchers may take steps to reduce
the influence of these other factors on the response. But it is
difficult in an observational study to get rid of all the factors that
may have an influence. In addition, the researchers do not
manipulate the explanatory variable to see if it affects the response.
They just collect data and look for an association between the two
variables. For these reasons, observational studies do not give
convincing evidence of a cause-and-effect relationship.

In an experiment, researchers use a variety of techniques to
eliminate the influence of these other factors. Then they manipulate
the explanatory variable to see if it affects the response. For this
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reason, experiments give the strongest evidence for a cause-and-

effect relationship.

Example

Hormone Replacement Therapy

When women go through menopause, the production of
hormones in their bodies changes. The hormonal changes
can cause a variety of symptoms that may be reduced by
hormone replacement therapy. In the 1980s, hormone
replacement therapy was common in the United States.

In the early 1990s, observational studies suggested that
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hormone replacement therapy had additional benefits,
including a reduction in the risk of heart disease. In these
observational studies, researchers compared women who
took hormones to those who did not take hormones. Health
records showed that women taking hormones after
menopause had a lower incidence of heart disease. But
women who take hormones are different from other
women. They tend to be richer and more educated, to have
better nutrition, and to visit the doctor more frequently.
These women have many habits and advantages that
contribute to good health, so it is not surprising that they
have fewer heart attacks. But can we conclude from these
studies that the hormones caused the reduction in heart
attacks? No. The results are confounded by the influence of
these other factors.

In 2002, the Women's Health Initiative sponsored a large-
scale, well-designed experiment to study the health
implications of hormone replacement therapy. In this
experiment, researchers randomly assigned over 16,000
women to one of two treatments. One group took
hormones. The other group took a placebo. A placebo is a
pill with no active ingredients that looks like the hormone
pill. The experiment was double-blind. Blind means that
women did not know if they were receiving hormones or
the placebo. Double-blind means that the information was
coded, so researchers administering the pills did not know
which treatment the women received. After 5 years, the
group taking hormones had a higher incidence of heart
disease and breast cancer. This is exactly the opposite
result from the result found in the observational studies! In
fact, the differences were so significant that the
researchers ended the experiment early. The National
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Institutes of Health declared that the observational studies
were wrong. Hormone replacement therapy to treat
menopausal symptoms is now rarely used.

What’s the Main Point?

An observational study can provide evidence of a link or an
association between two variables. But other factors may also
influence the results. These other factors are called confounding
variables. The influence of confounding variables on the response
variable is one of the reasons that an observational study gives
weak, and potentially misleading, evidence of a cause-and-effect
relationship. A well-designed experiment takes steps to eliminate
the effects of confounding variables, including random assignment
of people to treatment groups, use of a placebo, or blind conditions.
Using these precautions, a well-designed experiment provides
convincing evidence of cause-and-effect.

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=21
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6. Types of Statistical Scudies
(4 of 4)

Learning Objectives
O

*  Based on the study design, determine what types of
conclusions are appropriate.
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Example

Multitasking

Do you constantly text-message while in class? Do you
jump from one website to another while doing homework?
If so, then you are a high-tech multitasker. In a study of
high-tech multitasking at Stanford University, researchers
put 100 students into two groups: those who regularly do a
lot of media multitasking and those who don’t. The two
groups performed a series of three tasks:

(1) A task to measure the ability to pay attention:

Students view two images of red and blue
rectangles flashed one after the other on a computer
screen. They try to tell if the red rectangles are in a
different position in the second frame.
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=22

In general, we should not make cause-and-effect statements from
observational studies, but in reality, researchers do it all the time.
This does not mean that researchers are drawing incorrect
conclusions from observational studies. Instead, they have
developed techniques that go a long way toward decreasing the
impact of confounding variables. These techniques are beyond the
scope of this course, but we briefly discuss a simplified example to
illustrate the idea.
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Example

Smoking and Cancer

Consider this excerpt from the National Cancer Institute
website:

Smoking is a leading cause of cancer and of death
from cancer. Millions of Americans have health
problems caused by smoking. Cigarette smoking and
exposure to tobacco smoke cause an estimated average

of 438,000 premature deaths each year in the United
States.

Notice that the National Cancer Institute clearly states a
cause-and-effect relationship between smoking and
cancer. Now let’s think about the evidence that is required
to establish this causal link. Researchers would need to
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conduct experiments similar to the hormone replacement
therapy experiments done by the Women’s Health Initiative.
Such experiments would be very difficult to do. The
researchers cannot manipulate the smoking variable. Doing
so would require them to randomly assign people to smoke
or to abstain from smoking their whole life. Obviously, this
is impossible. So how can we say that smoking causes
cancer?

In practice, researchers approach this challenge in a
variety of ways. They may use advanced techniques for
making statistical adjustments within an observational
study to control the effects of confounding variables that
could influence the results. A simple example is the cell
phone and brain cancer study.

In this observational study, researchers identified a
group of 469 people with brain cancer. They paired
each person who had brain cancer with a person of the
same sex, of similar age, and of the same race who did
not have brain cancer. Then they compared the cell
phone use for each pair of people. This matching
attempts to control the confounding effects of sex, age,
and race on the response variable, cancer. With these
adjustments, the study will provide stronger evidence
for (or against) a casual link.

However, even with such adjustments, we should be
cautious about using evidence from an observational study
to establish a cause-and-effect relationship. Researchers
used these types of adjustments in the observational
studies with hormone replacement therapy. We saw in that
research that the results were still misleading when
compared to those of an experiment.
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So how can the National Cancer Institute state as a fact
that smoking causes cancer?

They used other nonstatistical guidelines to build
evidence for a cause-and-effect relationship from
observational studies. In this approach, researchers review
a large number of observational studies with criteria that, if
met, provide stronger evidence of a possible cause-and-
effect relationship. Here are some simplified examples of
the criteria they use:

(1) There is a reasonable explanation for how one variable
might cause the other.

e  For example, experiments with rats show that
chemicals found in cigarettes cause cancer in rats. It
is therefor reasonable to infer that these same
chemicals may cause cancer in humans.

*  Consider these experiments together with the
observational studies showing the association
between smoking and cancer in humans. We now
have more convincing evidence of a possible cause-
and-effect relationship between smoking and cancer
in humans.

(2) The observational studies vary in design so that
factors that confound one study are not present in another.

e  For example, one observational study shows an
association between smoking and lung cancer, but
the people in the study all live in a large city. Air
pollution in a large city may contribute to the lung
cancer, so we cannot be sure that smoking is the
cause of cancer in this study.

*  Another observational study looks only at
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nonsmokers. This study shows no difference in lung
cancer rates for nonsmokers living in rural areas
compared to nonsmokers living in cities.

e  Consider these two studies together. The second
study suggests that air pollution does not contribute
to lung cancer, so we now have more convincing
evidence that smoking (not air pollution) is the cause
of higher cancer rates in the first study.

Let’s Summarize

» There are four steps in a statistical investigation:

o Ask a question that can be answered by collecting data.
o Decide what to measure, and then collect data.

o Summarize and analyze.

o Draw a conclusion, and communicate the results.

» There are two types of statistical research questions:

o Questions about a population
> Questions about cause-and-effect

» To answer a question about a population, we select a sample
and conduct an observational study. To answer a question

about cause-and-effect we conduct an experiment.

» There are two types of statistical studies:
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o Observational studies: An observational study observes
individuals and measures variables of interest. We conduct
observational studies to investigate questions about a
population or about an association between two variables.
An observational study alone does not provide convincing
evidence of a cause-and-effect relationship.

o Experiments: An experiment intentionally manipulates one
variable in an attempt to cause an effect on another
variable. The primary goal of an experiment is to provide
evidence for a cause-and-effect relationship between two
variables.

* In statistics, a variable is information we gather about
individuals or objects.

* When we investigate a relationship between two variables, we
identify an explanatory variable and a response variable. To
establish a cause-and-effect relationship, we want to make
sure the explanatory variable is the only thing that impacts the
response variable. Other factors, however, may also influence
the response. These other factors are called confounding
variables.

* The influence of confounding variables on the response
variable is one of the reasons that an observational study gives
weak, and potentially misleading, evidence of a cause-and-
effect relationship. A well-designed experiment takes steps to
eliminate the effects of confounding variables, such as random
assignment of people to treatment groups, use of a placebo,
and blind conditions. For this reason, a well-designed
experiment provides convincing evidence of cause-and-effect.
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7. Introduction: Sampling

What you'll learn to do: For an observational
study, critique the sampling plan. Recognize
implications and limitations of the plan.

LEARNING OBJECTIVES

*  For an observational study, critique the sampling
plan. Recognize implications and limitations of the
plan.
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8. Sampling (1 of 2)

Learning Objectives

*  For an observational study, critique the sampling
plan. Recognize implications and limitations of the
plan.

We now focus on observational studies and how to collect reliable
and accurate data for an observational study.

We know that an observational study can answer questions about
a population. But populations are generally large groups, so we
cannot gather data from every individual in the population. Instead,
we select a sample and gather data from the sample. We use the data
from the sample to make statements about the population.

Here are two examples:

* A political scientist wants to know what percentage of college
students consider themselves conservatives. The population is
college students. It would be too time consuming and
expensive to poll every college student, so the political
scientist selects a sample of college students. Of course, the
sample must be carefully selected to represent the political
perspectives that are present in the population.

* A government agency plans to test airbags from Honda to
determine if the airbags work properly. Testing an airbag

means it has to be inflated and punctured, which ruins the
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airbag, so the researchers certainly cannot test every airbag.
Instead, they test a sample of airbags and draw a conclusion
about the quality of airbags from Honda.

Important Point

Our goal is to use a sample to make valid conclusions about a
population. Therefore, the sample must be representative of the
population. A representative sample is a subset of the population
that reflects the characteristics of the population.

A sampling plan describes exactly how we will choose the sample.
A sampling plan is biased if it systematically favors certain
outcomes.

In our discussion of sampling plans, we focus on surveys. The next
example is a famous one that illustrates how biased sampling in a
survey leads to misleading conclusions about the population.
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Example

The 1936 Presidential Election

In 1936, Democrat Franklin Roosevelt and Republican Alf

Landon were running for president. Before the election, the
magazine Literary Digest sent a survey to 10 million
Americans to determine how they would vote. More than 2
million people responded to the poll; 60% supported
Landon. The magazine published the findings and predicted
that Landon would win the election. However, Roosevelt
defeated Landon in one of the largest landslide presidential
elections ever.

What happened?

The magazine used a biased sampling plan. They selected
the sample using magazine subscriptions, lists of registered
car owners, and telephone directories. The sample was not
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representative of the American public. In the 1930s,
Democrats were much less likely to own a car or have a
telephone. The sample therefore systematically
underrepresented Democrats. The poll results did not
represent the way people in the general population voted.

Before we discuss a method for avoiding bias, let’s look at some
examples of common survey plans that produce unreliable and
potentially biased results.

Example

How to Sample Badly

Online polls: The American Family Association (AFA) is a
conservative Christian group that opposes same-sex
marriage. In 2004, the AFA began a campaign in support of
a constitutional amendment to define marriage as strictly
between a man and a woman. The group posted a poll on its
website asking AFA members to voice their opinion about
same-sex marriage. The AFA planned to forward the results
to Congress as evidence of America’s opposition to same-
sex marriage. Almost 850,000 people responded to the poll.
In the poll, 60% favored legalizing same-sex marriage.

What happened? Against the wishes of the AFA, the link
to the poll appeared in blogs, social-networking sites, and a
variety of email lists connected to gay/lesbian/bisexual
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groups. The AFA claimed that gay rights groups had skewed
its poll. Of course, the results of the poll would have been
skewed in the other direction had only AFA members been
allowed to participate.

This is an example of a voluntary response sample. The
people in a voluntary response sample are self-selected,
not chosen. For this reason, a voluntary response sample is
biased because only people with strong opinions make the
effort to participate.

Mall surveys: Have you ever noticed someone surveying
people at a mall? People shopping at a mall are more likely
to be teenagers, retired people, or people who have more
money than the typical American. In addition, unless
interviewers are carefully trained, they tend to interview
people with whom they are comfortable talking. For these
reasons, mall surveys frequently overrepresent the opinions
of white middle-class or retired people. Mall surveys are an
example of a convenience sample.

Example

How to Eliminate Bias in Sampling

In a voluntary response sample, people choose whether
to respond. In a convenience sample, the interviewer
chooses who will be part of the sample. In both cases,
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personal choice produces a biased sample. Random
sampling is the best way to eliminate bias. Collecting a
random sample is like pulling names from a hat (assuming
every individual in the population has a name in the hat!). In
a simple random sample everyone in the population has an
equal chance of being chosen.

Reputable polling firms use techniques that are more
complicated than pulling names out of a hat. But the goal is
the same: eliminate bias by using random chance to decide
who is in the sample.

Random samples will eliminate bias, even bias that may be hidden or

unknown. The next three activities will reveal a bias that most of us

have but don’t know that we have! We will see how random sampling

avoids this bias.

Random Samples

Instructions: Use the simulation below for this activity. You will see

60 circles. This is the “population.” Our goal is to estimate the average

diameter of these 60 circles by choosing a sample.

1.

Choose a sample of five circles that look representative of the
population of all 60 circles. Mark your five circles by clicking
on each of them. They will turn orange. Record the average
diameter for the five circles. (Make sure you have five orange
circles before you record the average diameter.)

Reset the simulation.

Choose another five circles and record the average diameter
for this sample of circles. You can reuse a circle, but the
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sample should not have all the same circles. You now have the
averages for two samples.

4. Reset and repeat for a total of 10 samples. Record the average
diameter for each sample.

Click here to open this simulation in its own window.

@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=24

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?2p=24
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=24

Now we estimate the average diameter of the 60 circles using
random samples.

Instructions: Use the simulation below for this activity. You will
again see the same 60 circles. As before, this is the “population.” Our
goal is to estimate the average diameter of these 25 circles by choosing

a random sample.

1. Click on the “Generate sample” button to get a random sample
of five circles by clicking on the random sample button. The
simulation randomly chooses five circles. Record the average
diameter for the random sample.

2. Reset the simulation using the reset button.

3. Click on the “Generate sample” button to get another random
sample. Record the average diameter for this random sample.
You now have the averages for two samples.

4. Reset and repeat for a total of 10 samples. Record the average
diameter for each sample.

Click here to open this simulation in its own window.
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@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org
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Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?2p=24

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=24
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=24

Comment

Random selection also guarantees that the sample results do not
change haphazardly from sample to sample. When we use random
selection, the variability we see in sample results is due to chance.
The results obey the mathematical laws of probability. We looked
at this idea briefly in the Big Picture of Statistics. Probability is the
machinery for drawing conclusions about a population on the basis
of samples. To use this machinery, the sample must be chosen by

random chance.
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=24

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=24
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9. Sampling (2 of 2)

Learning Objectives

*  For an observational study, critique the sampling
plan. Recognize implications and limitations of the
plan.

Let’s briefly summarize the main points about sampling:

* We draw a conclusion about the population on the basis of the
sample.

* To draw a valid conclusion, the sample must be representative
of the population. A representative sample is a subset of the
population that reflects the characteristics of the population.

* Asample is biased if it systematically favors a certain outcome.

* Random selection eliminates bias.

We have not mentioned the size of the sample. Are larger samples
more accurate? Well, the answer is yes and no.

Recall the 1936 presidential election. A sample of over 2 million
people did not correctly identify the winner of the election. Two
million people is a huge sample, yet the results were completely
wrong. So a large sample does not guarantee reliable results.

However, if the samples are randomly selected, then size does
matter. We see this in the next example.
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Example

For Random Samples, Size Matters

Let’s compare the accuracy of random samples of
different sizes.

Suppose there are 10,000 students at your college. Also
suppose that 65% of these students are eligible for financial
aid. How accurate are random samples at predicting this
population value?

To answer this question, we randomly select 50 students
and determine the proportion who are eligible for financial
aid. We repeat this several times. Here are the results for
three random samples:

ngu[aﬁgn Random Sample 1 Random Sample 2 Random Sample 3
10,000 people 50 people 50 people 50 people
03 0.8 03 08
o7 oz 07 07
i 06 06 06
05 08 a5 05
04 04 04 04
03 03 03 03
02 b2 02 02
a1 0o 1 0.1
ha yes no yes no yes no yes
eligible_financial_aid eligible_financial_aid eligible_financial _aid eligible_financial _aid
65%eligible 56% eligible 72%eligible 64%eligible

Notice that each random sample has a different result.
Some results are larger than the true population value of
65%; some results are smaller than the true population
value. Because there is no bias in random samples, we
expect results above and below the true value to occur with
similar frequency.

Now we use a simulation to take many more random

48 | Sampling (2 of 2)



100 random samples, 50 in each sample

100 random samples, 250 in each sample
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So what's the point? Larger samples tend to be more

accurate than smaller samples if the samples are chosen

randomly.

Comment

The precision of the sample results depends on the size of the

sample, not the size of the population. The following dotplots

illustrate this point. Here we selected samples with 250 people in

each sample, but we varied the size of the population. Each dotplot

contains 100 samples.

Notice that the sample results look very similar. For each
population, the sample results fall between about 0.58 and 0.73. In
each graph, it is common for sample results to fall between about

0.62 and 0.68.

100 random samples, 250 in each sample

Population 10,000
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What's the main point? The size of the population does not affect

the accuracy of a random sample as long as the population is large.
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=25

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=25

Comment

If an attempt is made to include every individual from a population
in a sample, then the investigation is called a census. Every 10 years,
the U.S. Census Bureau conducts a population census. It attempts to
collect information about every person living in the United States.
However, the population census misses between 1% and 3% of the
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U.S. population and accidentally counts some people more than
once. A full census is possible only for small populations.

Let’s Summarize

* We draw a conclusion about the population on the basis of the
sample.

* To draw a valid conclusion, the sample must be representative
of the population. A representative sample is a subset of the
population. It also reflects the characteristics of the
population.

* Asample is biased if it systematically favors a certain outcome.

* Random selection eliminates bias.

» Larger samples tend to be more accurate than smaller samples
if the samples are chosen randomly.

* The size of the population does not affect the accuracy of a
random sample as long as the population is large.

» If an attempt is made to include every individual from a
population in a sample, then the investigation is called a
census.

52 | Sampling (2 of 2)



10. Introduction: Conducting
Experiments

What you'll learn to do: Identify features of
experiment design that control the effects of

confounding.

LEARNING OBJECTIVES

* Identify features of experiment design that control
the effects of confounding.

Introduction: Conducting
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11. Conducting Experiments (1

of 2)

Learning Objectives

* Identify features of experiment design that control
the effects of confounding.

We now focus on experiments.

The primary goal of an experiment is to provide evidence for
a cause-and-effect relationship between two variables. An
experiment intentionally manipulates the explanatory variable in an
attempt to cause an effect on the response variable. To establish
a cause-and-effect relationship, we want to make sure that the
explanatory variable is the only factor that impacts the response
variable. We therefore attempt to get rid of all other factors that
might affect the response. These other factors are called
confounding variables.

To confound means to mix up or to confuse. Confounding
variables mix up our ability to determine if the explanatory variable
causes a change in the response variable. If we do not control the
effects of confounding variables, the experiment does not provide
evidence of a cause-and-effect relationship between the
explanatory and response variables.

Researchers use two common strategies to control the effects of
confounding variables:
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 Direct control
* Random assignment

Example

Direct Control

Researchers compare bacteria reduction for three
different hand-drying methods. In this experiment,
participants handled uncooked chicken for 45 seconds,
then washed their hands with one squirt of soap for 60
seconds, and then used one of three hand-drying methods.
After participants completely dried their hands,
researchers measured the bacteria count on their hands.
The Infectious Disease News published the results in 2010.

In this experiment, the explanatory variable is hand-
drying method.The response variable is bacteria count.
Notice that the explanatory variable determines the three
treatments in the experiment. Each treatment is a different
hand-drying method. For this reason, the explanatory
variable is also called the treatment variable.

In this experiment, researchers attempt to directly
control the influence of three variables that could affect the
bacteria count:

(1) Length of time participants handle the raw chicken.

e Direct control: All participants handle the raw
chicken for 45 seconds.
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Now we examine random assignment. Random assignment controls

the effects of confounding variables that a researcher cannot
control directly or that are difficult to identify in advance.
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Example

Random Assignment

Medical researchers conducted an experiment to
compare two different types of surgery for children with
hernias. They compared the recovery times for each type of
surgery. The two surgery types are laparoscopic repair (a
surgery that involves three small incisions) and open repair
(a surgery that involves one large incision). Researchers
identified a variety of variables that might influence
recovery time, such as child’s age, weight, and physical
fitness level.

Let’s consider one of these variables: age. How could the
researchers control the impact of age on recovery time?

Direct control involves use of children of the same age.
For example, researchers might use only 10-year-old
children in the experiment. But it may be difficult to find
enough 10-year-old children with hernias. So how do
researchers create treatment groups that are similar with
respect to age? One way is to assign children at random to
treatment groups.

The goal of random assignment is to create similar
groups with respect to age, weight, and other
characteristics that might influence recovery time. To
illustrate how random assignment creates similar groups,
we focus on age. Here is a dotplot of the ages of the 48
children with hernias who participated in this experiment.
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Each dot represents a child. The average age of the 48
children is 8.29 years.
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If random assignment is working, the average age for
each treatment group should be about equal. We see how
random assignment works in the next activity.

Click Random Assignment to randomly assign the 48 children to
the two treatments. Repeat this process several times to investigate
whether random assignment creates groups with similar ages. The
average age is labeled as the mean and marked with a vertical line.
Compare the average ages for the treatment groups.

Click here to open this simulation in its own window.

a An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=27

58 | Conducting Experiments (1 of 2)


https://s3-us-west-2.amazonaws.com/oerfiles/Concepts+in+Statistics/interactives/experiments/experiments.html
https://library.achievingthedream.org/herkimerstatisticssocsci/?p=27#pb-interactive-content
https://library.achievingthedream.org/herkimerstatisticssocsci/?p=27#pb-interactive-content

Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=27

What Is the Main Point?

The goal of random assignment is to create similar treatment
groups. If the groups are similar, then any differences we see in
the response variable are due to the differences in treatments. In
this way, random assignment controls the impact of confounding
variables. Random assignment in an experiment -eliminates
confounding, just as random selection in a survey eliminates bias.

Comment

How do we make random assignments? We use any method that
allows random chance to choose the treatment for each participant.
Random assignment means that each participant has an equal
chance of receiving any one of the treatment options. For example,
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in the hernia experiment, you could put every child’s name in a hat.
The first 24 names drawn get the first treatment. The rest of the
children get the second treatment. You could also flip a coin. Heads
means the child is assigned to the first treatment. This method
could create groups with slightly different sizes, which is fine.

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=27

Learn By Doing

The following paragraph is from a 1999 USA Today article
titled “Heart care reflects race and sex, not symptoms.”

“Previous research suggested that blacks and women
were less likely than whites and men to get cardiac
catheterization or coronary bypass surgery for chest pain
or a heart attack. Scientists blamed differences in illness
severity, insurance coverage, patient preference, and health
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care access. The researchers eliminated those differences
by videotaping actors - two black men, two white men, two
black women, two white women - describing chest pain
from identical scripts. They wore identical gowns, used
identical hand gestures, and were taped from the same
position. Researchers asked 720 primary care doctors at
meetings of the American College of Physicians or the
American Academy of Family Physicians to watch a tape
and recommend care. The doctors thought the study
focused on clinical decision making”

Researchers rolled a four-sided die to determine which
video each doctor watched.

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/2p=27

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?2p=27
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?2p=27

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=27
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2. Conducting Experiments

(2 of 2)

Learning Objectives

*  Avoid overgeneralization of experiment results.

Let’'s summarize what we know about experiments:

* The goal of the experiment is to provide evidence for a cause-
and-effect relationship between two variables.

* A well-designed experiment controls the effects of
confounding variables to isolate the effect of the explanatory
variable on the response.

* Two commonly used methods for controlling the effects of
confounding variables are direct control and random
assignment.

* Random assignment uses random chance to assign
participants to treatments. This creates similar treatment
groups. With random assignment, we can be fairly confident
that any differences we observe in the response of treatment
groups is due to the explanatory variable. In this way, we have
evidence for a cause-and-effect relationship.

Now we discuss a few more strategies that are commonly used to
control the effects of confounding variables.
In an experiment, we manipulate the explanatory variable to
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determine if it has an effect on the response variable. Could the
change we observe in the response variable happen without
manipulating the explanatory variable? Maybe what we observe
would have happened anyway.

For this reason, it is important to include a control group. A
control group is a group that receives no treatment. The control
group provides a baseline for comparison.

Example

Control Groups

Music and rats: In David Merrell's experiment with rats,
he wanted to examine the relationship between music and
the ability of rats to run a maze. He had three treatment
groups: exposure to music by the heavy metal band
Anthrax, exposure to music by Mozart, and no exposure to
music. The group of rats that did not listen to music is the
control group. Merrell’s experiment lasted 1 month. With a
month of practice, the rats in all the groups would probably
get faster at running the maze. The control group provides
a baseline for comparison. At the end of 1 month, the rats in
the Mozart group were much faster at running the maze
than were the rats in the other two groups. Comparison to
the control group shows that the improvement in the
Mozart group is not due to the rats being more experienced
with the maze.

Hernia treatments for children: In this experiment,
researchers compared two different surgeries. The
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response variable was recovery time, so it would not have
made sense to have a no-treatment group. However, one
type of surgery was the standard treatment for hernias, and
children who received this surgery represented the control
group. This group provides a baseline for comparing
recovery times.

In experiments that use human participants, use of a control group
may not be enough to establish whether a treatment really has an
effect. A substantial amount of research shows that people respond
in positive ways to treatments that have no active ingredients, a
response called the placebo effect. A placebo is a treatment with no
active ingredients, sometimes called a “sugar pill”

Example

The Placebo Effect

An article published in the Washington Post in 2002
illustrates the placebo effect in medical experiments.

After thousands of studies, hundreds of millions of
prescriptions and tens of billions of dollars in sales, two
things are certain about pills that treat depression:
Antidepressants like Prozac, Paxil and Zoloft work. And
so do sugar pills. A new analysis has found that in the
majority of trials conducted by drug companies in
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In experiments that use a placebo, participants do not know
whether they are receiving the drug or a placebo. The participants
are blind to the treatment to prevent their own beliefs about the

drug (or placebo) from confounding the results.
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Example

Blinding

Recall our discussion of the experiment conducted by the
Women'’s Health Initiative to study the health implications
of hormone replacement therapy. In this experiment,
researchers randomly assigned over 16,000 women to one
of two treatments. One group took hormones. The other
group took a placebo. The experiment was also double-
blind, meaning that neither the women nor the researchers
knew who had which treatment.

In a single-blind, experiment only one of the two (either
the researcher or the participants) do not know which
treatment the participants receive.

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:
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herkimerstatisticssocsci/?p=28

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=28

To end our discussion of experiments, we consider one last
question: If an experiment is well-designed, can we generalize the
results?

Recall the hormone replacement experiment. This experiment has
all of the features of a well-designed experiment:

* Alarge number of participants (over 16,000 women)

» Use of a placebo group

* Random assignment of women to hormone treatment or
placebo

* Double-blind design

After 5 years, the group taking hormones had a higher incidence of

breast cancer and heart disease. Researchers were so alarmed by
the results that the experiment was ended early to prevent further
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harm to the health of the women participating in the hormone
group.

As a result of this experiment, the use of hormone replacement
therapy fell by 66%.

Yet the British Menopause Society and the International
Menopause Society questioned this reaction. The Women’s Health
Concern, a British nonprofit group that provides independent and
unbiased information about women'’s health, wrote:

It must be remembered that the WHI data on which the concerns
were raised related to overweight North American women in
their mid-sixties and not to the women that are treated with
HRT for their menopausal symptoms in the United Kingdom,
who are usually around the age of menopause, namely 45-55
years.

The concerns expressed here do not challenge the validity of the
results of the WHI experiment. Instead, they question whether the
results apply to a larger group of women: women who are younger
and not overweight when they go through menopause.

This is an important consideration. If our goal is to generalize
the results of an experiment to a more general population, we must
consider issues of sampling design as well as random assignment.

Learn By Doing

a An interactive or media element has been

excluded from this version of the text. You can
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view it online here:
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An Important Point about the Role of Random Chance

We now know that in an experiment we intentionally manipulate
the explanatory variable to observe changes in the response
variable. We use the explanatory variable to create different
treatments. If we see different responses in the different
treatments, we want to be able to say that the differences are the
result of the explanatory variable. We must rule out other possible
explanations for the differences we observed, so we use direct
control and random assignment, as well as a control group, a
placebo group, or blinding as appropriate.

But none of these strategies will rule out the influence of chance
variation. When we randomly assign participants to treatments, we
produce similar groups most of the time. But there is a small chance
that we will end up with treatment groups that are not similar.

For example, in the hernia experiment with children, we saw that
random assignment creates two groups with average ages that are
close. But there is a very small chance that we could get two groups
that significantly differ in ages. This will not happen very often, but
it could. And if it does happen, the results of our experiment are
confounded by age.

Similarly, when we investigated how well a random sample
estimates the proportion of students receiving financial aid in the
population, we saw that the proportions from random samples gave
good estimates - most of the time. Occasionally, a random sample
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did not give a good estimate. Larger random samples varied less, but
they still varied.

What’s the Main Point?

Good study design is important. Random selection in sampling can
control bias. Random assignment in experiments can control the
effects of confounding variables. But there is always a small chance,
even when we randomly sample, that the results we observe in a
poll do not represent the population well. Similarly, there is always
a small chance, even when we use random assignment, that the
differences we observe in an experiment are due to random
variation and not the explanatory variable. For this reason, we have
to understand how random chance behaves. This is the role of
probability. We study probability later in the course, before we learn
more formal statistical methods for determining if what we observe
could be a result explained by chance.

Let’s Summarize

» The goal of an experiment is to provide evidence for a cause-
and-effect relationship between two variables.

* Awell-designed experiment controls the effects of
confounding variables to isolate the effect of the explanatory
variable on the response.

* Two commonly used methods for controlling the effects of
confounding variables are direct control and random
assignment.

* Random assignment uses random chance to assign
participants to treatments, which creates similar treatment
groups. With random assignment, we can be fairly confident
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that any differences we observe in the response of treatment
groups is due to the explanatory variable. In this way, we have
evidence for a cause-and-effect relationship.

* Other strategies for controlling confounding variables include
use of a control group, use of a placebo group, and blinding.

* Awell-designed experiment provides evidence for a cause-
and-effect relationship. But even in a well-designed
experiment, differences in the response might be due to
chance. We learn to describe chance behavior when we study
probability later in the course.
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13. Putting It Together: Types
of Startistical Studies and
Producing Data

Let’s Summarize

* There are four steps in a statistical investigation:

o

o

o

o

Ask a question that can be answered by collecting data.
Decide what to measure, and then collect data.
Summarize and analyze.

Draw a conclusion, and communicate the results.

* There are two types of statistical studies:

o

Observational studies: An observational study observes
individuals and measures variables of interest. We conduct
observational studies to investigate questions about a
population or about an association between two variables.
An observational study alone does not provide convincing
evidence of a cause-and-effect relationship.

Experiments: An experiment intentionally manipulates one
variable in an attempt to cause an effect on another
variable. The primary goal of an experiment is to provide
evidence for a cause-and-effect relationship between two
variables.

* In statistics, a variable is information we gather about
individuals or objects.

Putting It Together: Types of
Statistical Studies and Producing



Observational Studies

* In an observational study, we draw a conclusion about the
population on the basis of a sample. To draw a valid conclusion,
the sample must be representative of the population. A
representative sample is a subset of the population. It also
reflects the characteristics of the population.

* Asample is biased if it systematically favors a certain outcome.
Voluntary response samples (such as Internet polls) and
convenience samples (such as surveys at a mall) are biased.

* Random selection eliminates bias. In a simple random sample,
everyone in the population has an equal chance of being
chosen. In this way, random selection helps ensure that the
sample is representative of the population.

» Larger samples tend to be more accurate than smaller samples
if the samples are chosen randomly. The size of the population
does not affect the accuracy of a random sample as long as the
population is large.

» If an attempt is made to include every individual from a
population in a sample, then the investigation is called a
census.

Experiments

The goal of the experiment is to provide evidence for a cause-
and-effect relationship between two variables. When we investigate
a relationship between two variables, we identify an explanatory
variable and a response variable. To establish a cause-and-effect
relationship, we want to make sure the explanatory variable is the
only factor that impacts the response variable. But other factors,
called confounding variables, may also influence the response.

» Awell-designed experiment takes steps to eliminate the
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effects of confounding variables. These steps include direct
control, random assignment of people to treatment groups,
use of a control or placebo, and blind conditions. Incorporating
such precautions, a well-designed experiment provides
convincing evidence of cause-and-effect.

Random assignment uses random chance to assign
participants to treatments, which creates similar treatment
groups. With random assignment, we can be fairly confident
that any differences we observe in the response of treatment
groups is due to the explanatory variable. In this way, we have
evidence for a cause-and-effect relationship.

A well-designed experiment provides evidence for a cause-
and-effect relationship. But even in a well-designed
experiment, differences in the response might be due to
chance. We learn to describe chance behavior when we study
probability later in the course.
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PART I1

CHAPTER 2: SUMMARIZING
DATA GRAPHICALLY AND
NUMERICALLY
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14. Why [t Matters:
Summarizing Data

Graphically and Numerically

Before we begin Summarizing Data Graphically and Numerically,
let’s see how the new ideas in this module relate to what we learned
in the previous module, Types of Statistical Studies and Producing
Data.

Recall the Big Picture:

We begin a statistical investigation with a research question. The
investigation proceeds with the following steps:

¢ Produce Data: Determine what to measure, then collect the
data. < Types of Statistical Studies and Producing Data

* Explore the Data: Analyze and summarize the data (also called
exploratory data analysis). < Summarizing Data Graphically
and Numerically

* Draw a Conclusion: Use the data, probability, and statistical
inference to draw a conclusion about the population.

The previous module focused on methods for collecting reliable
data. In this module, we focus on summarizing and analyzing data.
In the Big Picture of Statistics, we call this exploratory data
analysis.

Why It Matters: Summarizing Data
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5. Introduction: Categorical
vs. Quantitative Data

What you'll learn to do: Distinguish between
quantitative and categorical variables in context.

LEARNING OBJECTIVES

* Distinguish between quantitative and categorical
variables in context.

Introduction: Categorical vs.
Quantitative Data | 81



16. Categorical vs.
Quantitative Data

Learning Objectives

* Distinguish between quantitative and categorical
variables in context.

Data consist of individuals and variables that give us information
about those individuals. An individual can be an object or a person.
A variable is an attribute, such as a measurement or a label.

Example

Medical Records

This dataset is from a medical study. In this study,
researchers wanted to identify variables connected to low
birth weights.
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Apge at Weight Smoker Dactor Hace Birth
delivery prior to visits Weight
pregnancy during (grams!
(pawnds) [
trimester
Patient | 20 140 Yes 2 Caucasian 2977
Paticnt 2 32 132 Mo 4 Caucasian 3080
Patient 3 36 175 No ] African-Am 3600
Patient i as Yes 2 Astan 347
189

In this example, the individuals are the patients (the
mothers). There are six variables in this dataset:

*  Mother’s age at delivery (years)

Mother’s weight prior to pregnancy (pounds)

Whether mother smoked during pregnancy (yes,
no)
*  Number of doctor visits during first trimester of
pregnancy

Mother’s race (Caucasian, African American, Asian,
etc.)
Baby’s birth weight (grams)

There are two types of variables: quantitative and categorical.

» Categorical variables take category or label values and place
an individual into one of several groups. Each observation can
be placed in only one category, and the categories are mutually
exclusive. In our example of medical records, smoking is a
categorical variable, with two groups, since each participant
can be categorized only as either a nonsmoker or a smoker.
Gender and race are the two other categorical variables in our
medical records example.

* Quantitative variables take numerical values and represent
some kind of measurement. In our medical example, age is an
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example of a quantitative variable because it can take on
multiple numerical values. It also makes sense to think about it
in numerical form; that is, a person can be 18 years old or 80
years old. Weight and height are also examples of quantitative
variables.

Learn By Doing

We took a random sample from the 2000 US Census.
Here is part of the dataset.

US Census 2000

State zipcode |(Family_Size | Annual_income
1 Flaridz 32716 g 200
2 Alabarna 35236 4 gon
3 Flatida 32116 B 13500
4 Flatida F3679 S 21000
5 Alabama 36374 4 21000
B Califarnia 94565 1 23000

https: //assessments.lumenlearning.com /assessments /3411

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=33
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Learn By Doing

Consumer Reports analyzed a dataset of 77 breakfast
cereals. Here is a part of the dataset.

(Note: Consumer Reports is an non-profit organization
that rates products in an effort to help consumers make
informed decisions.)

Cereals

Hame | Manufacturer Target Shelf Calories | Sodium Fat
1 100% Bran Nabisco adult top 70 130 1
2 100% Natural Bran Quaker Oats adult top 120 15 5
3 All-Bran Kelloggs acutt top 70 260 1
4 All-Bran Extra Fiber Kelloggs acutt top S0 140 o
5 Almond Delight Ralston Puring | adult top 110 200 2
6 Apple Cinnamon Cheerios | General Mills child battorn 110 180 2
i Apple Jacks Kellogs child riclelle: 110 125 a

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=33

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:
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17. Introduction: Dotplots

What you'll learn to do: Describe the distribution
of quantitative data using a dotplot.

LEARNING OBJECTIVES

»  Describe the distribution of quantitative data using
a dotplot.
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18. Dotplots (1 of 2)

Learning Objectives

»  Describe the distribution of quantitative data using
a dot plot.

Introduction

When we work with data, the data is usually in a table. In this form,
we can easily see the variable value for each individual. But when we
analyze data, we are not focused on information about an individual.
We want to describe a group of individuals. In data analysis, our
goal is to describe patterns in the data and create a useful summary
about a group. A table is not a useful way to view data because
patterns are hard to see in a table. For this reason, our first step in
data analysis is to create a graph of the distribution of the variable.

In a graph that summarizes the distribution of a variable, we can
see

 the possible values of the variable.
e the number of individuals with each variable value or interval
of values.

In this module, Summarizing Data Graphically and Numerically, we
focus on summarizing the distribution of a quantitative variable.
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We discuss the distribution of a categorical variable in depth in the
module Relationships in Categorical Data with Intro to Probability.

Example

Breakfast Cereals

Here are two graphs of the variable protein for a group of
breakfast cereals targeted at children.

In both graphs, the individuals and the variable are the

same:

*  Individuals: Children’s cereals
e  Variable: Grams of protein in a serving of cereal

Let's compare the graphs to determine which graph is a
better summary of the distribution of protein.
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This graph is called a case-value graph. You can see the
names of the individual cereals (the cases) and the amount
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*  The amount of protein in a serving varies from 1 to
6 grams.

*  Most of the cereals have 1 or 2 grams of protein in a
serving.

e  Larger amounts of protein are less typical.

e  One cereal has 6 grams of protein. This much
protein is unusual for this group of children’s cereals.

These observations are a good summary of the data.

Learn By Doin g

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=35

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:
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19. Dotplots (2 of 2)

Learning Objectives

»  Describe the distribution of quantitative data using
a dot plot.

Now we will give more specific advice on how to describe the
distribution of a quantitative variable.

When we describe patterns in data, we use descriptions of shape,
center, and spread. We also describe exceptions to the pattern. We
call these exceptions outliers.

Graph the distribution of a
quantitative variable.

Describe:

SN

_ [ eviations from the pattern
N |

Shape Center Spread Quitliers

Shape: To describe the shape of a distribution, imagine sketching
the outline of the data to emphasize the general trend.
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Example

Some Common Descriptions of Shape
Used to Categorize Distributions

Right skewed: A cluster of data on the left with a tail of
data tapering off to the right. A right-skewed distribution
has a lot of data at lower variable values with smaller
amounts of data at higher variable values.

The distribution of sugar in adult cereals is skewed
to the right.

aduﬂ% g o§g§§8§8$o$

T
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a 10 12 14 16

Sugars (g/serving)

Left skewed: A cluster of data on the right with a tail of
data tapering off to the left. A left skewed distribution has a

94 | Dotplots (2 of 2)



T T 1
2 4 5 a 1 |:| 1 2 1 4
Sugars (Q/serving)

T
i} 140 130 160

' ' =] o
120 13

1 1 a
Calories (calories/serving

Dotplots (2 of 2) | 95



*  Here is the last digit from 47 students’ telephone
numbers. The distribution of the digits is roughly

uniform.
NERRRERRRE

last_digit_of_phone_numbers

Learn By Doi ng

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=36

Center and Spread

To describe the pattern in a distribution of a quantitative variable,
we describe more than the shape. We also describe the center and
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spread. Later in this module, we develop more precise ways to
identify the center of a distribution and to measure the spread. For
now, we discuss these concepts informally.

When we describe a distribution of a quantitative variable, it is
helpful to identify a typical value. We choose a single value of the
variable to represent the entire group. This is one way to think
about the center of the distribution.

We also want to describe how much the data varies among
individuals in the group. Variability is another word for spread. We
describe the spread in two ways:

* We look at the smallest value and the largest value to describe
an overall range in the data.

range = largestvalue — smallestvalue

* We also describe a range of typical values to represent
common variable values for the group.

Example

Cereals

Here we use shape, center, and spread to compare the
distribution of sugar content in adult cereals and children’s
cereals.

Compare the shapes:
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in a serving. Children’s cereals vary from 1 to 15 grams. So
both types of cereal vary over a range of 14 grams.

(Note: Overall range = highest value - lowest value. For
adult cereals: 14 - 0 = 14. For children’s cereals: 15 - 1 =14)

Typical range: Typical adult cereals have between 0 and
6 grams of sugar in a serving, compared to 9 to 13 grams in
typical children’s cereals.

Comment: Here we looked at clumps in the data to
identify a range of typical values. We develop more precise
ways to describe the spread a distribution in the last two
sections of this module.

When comparing two distributions, we usually tie all of
these ideas into one paragraph:

In this sample, children’s cereals have more sugar per
serving than adult cereals. A typical children’s cereal has 12
grams of sugar in a serving. It is not uncommon for
children’s cereals to have 9 to 13 grams of sugar per serving,
but it is unusual for a children’s cereal to have less than 8
grams of sugar. A typical adult cereal has 3 grams of sugar
in a serving. It is not uncommon for adult cereals to have 0
to 6 grams of sugar in a serving. Larger amounts of sugar
are less common.

Here is a paragraph that uses more formal vocabulary to
summarize the comparison:

In this sample, children’s cereals have more sugar per
serving than adult cereals. The distribution of sugar in
children’s cereals is skewed left with an overall range of 14
grams. Typical children’s cereals have 9 to 13 grams of sugar
per serving with 12 grams as the most common amount.
The distribution of sugar in adult cereals is skewed right
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with the same overall range of 14 grams. Typical adult
cereals have 0 to 6 grams of sugar per serving with 3 grams
as the most common amount.

Learn B),r Doing

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=36

Outliers: Outliers are observations that fall outside the overall
pattern. We develop a more precise method for identifying outliers
later in this module. For now, use your judgment to identify values
that appear to be exceptions to the general trend in the data.
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Example

Wrist Measurements

In the distribution of wrist measurements, there are two
women with unusually large wrists. These women might be
outliers. They are marked in red.

The man with the smallest wrist measurement is shown
in yellow. This man is probably not an outlier.
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Learn ,By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:
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20. Introduction: Histograms

What you'll learn to do: Describe the distribution
of quantitative data using a hiscogram.

LEARNING OBJECTIVES

*  Describe the distribution of quantitative data using
a histogram.
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21. Histograms (1 of 4)

Learning Objectives
C

»  Describe the distribution of quantitative data using
a histogram.

Here we continue our discussion of graphs that describe the
distribution of a quantitative variable.

Recall that our goal in data analysis is to describe patterns in
data and create a useful summary about a group. When a graph
summarizes the distribution of a variable, we can see

* the possible values of the variable.
¢ the number of individuals with each variable value or interval
of values.

As we have seen, a dotplot is a useful graphical summary of a
distribution.

A histogram is an alternative way to display the distribution of
a quantitative variable. Histograms are particularly useful for large
data sets. A histogram divides the variable values into equal-sized
intervals. We can see the number of individuals in each interval.
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Example

A Histogram of Hip Measurements

Here we have three graphs of the same set of hip girth
measurements for 507 adults who exercise regularly. (Hip
girth is the measurement around the hips.)

Dotplot:

From the dotplot, we can see that the distribution of hip
measurements has an overall range of 79 to 128 cm. For
convenience, we started the axis at 75 and ended the axis at
130.

H
H
H
H
H
H
H
H

75

Dotplot with Bins:

To create a histogram, divide the variable values into
equal-sized intervals called bins. In this graph, we chose
bins with a width of 5 cm. Each bin contains a different
number of individuals. For example, 48 adults have hip
measurements between 85 and 90 cm, and 97 adults have
hip measurements between 100 and 105 cm.
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course, bins will always include values for the left-hand
endpoint but not the right-hand endpoint.

Spotlight on percentages

Percent means “per hundred” A percentage describes
a number as a fraction out of 100.

EXAMPLE

What percentage of adults in this
sample wear a large size
sweatpants?

1. Identify the appropriate ratio: 158 out of
507 adults will wear large size sweatpants.
2. Calculate a percentage:

o Divide to convert the ratio into a
decimal form: 158+507 = 0.312

o Multiply by 100 to convert the
decimal form to a percentage: 0.312
x100 = 31.2%
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Learn By Doin Iy

Here is a histogram of the distribution of grades on a
quiz.
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a An interactive or media element has been

excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=38

@ An interactive or media element has been

excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=38
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This next exercise will remind us when to use a histogram.

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=38
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22. Histograms (2 of 4)

Learning Objectives

»  Describe the distribution of quantitative data using
a histogram.

We have discussed two types of graphs that summarize a
distribution of a quantitative variable: dotplots and histograms.

From a dotplot, we also described the pattern in the data with
statements about shape, center, and spread. We have to be more
cautious making similar statements using a histogram because our
perception of shape, center, and spread can be affected by how the
bins are defined. We investigate this important point in the next
example.

Example

We used the same set of data to construct these three
histograms of student scores. Are you surprised by how
different the distribution looks in each histogram?
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The histogram on the left has a bin width of 20. The first
bin starts at 40. To create the middle histogram, we
changed the bin width to 10 but kept the first bin starting at
40. To create the last histogram, we kept the bin width at 10
but started the first bin at 45.

These changes affect our description of the shape,
center, and spread of this set of data. For example, in the
histogram on the left, the distribution looks symmetric with
a central peak. In the histogram on the right, the
distribution looks slightly skewed to the right. Based on the
middle histogram, we might estimate that most students
scored between 70 and 80. But the histogram on the right
suggests that typical students scored between 65 and 75.

Why does changing the bin size and the starting point
of the first bin change the histogram so drastically?

When we change the bins, the data gets grouped
differently. The different grouping affects the appearance
of the histogram.

To illustrate this point, we highlighted the five students
who scored in the 70s in each histogram.

* Inthe histogram on the left, these five students are
grouped in the middle bin with other students who
scored between 60 and 80.

* In the histogram in the middle, these five students
form a bin of their own, since no other students
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Use the simulation below to answer the questions in the next Learn
By Doing.
Click here to open this simulation in its own window.
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@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=39

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=39

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=39
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@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=39

These next exercises focus on recognizing the shape of a
distribution using a histogram. We know that changes in the bin
width can change the appearance of the distribution. But a
histogram with an appropriate bin width can give good information
about the shape of the distribution.

Learn By Doin g

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=39
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Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=39

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=39

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=39
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23. Histograms (3 of 4)

Learning Objectives

»  Describe the distribution of quantitative data using
a histogram.

In the next example, we use a histogram to describe the shape,
center, and spread of the distribution of a quantitative variable.

Example

Oscar for Best Actress

Here we have the ages of the actresses who won an Oscar
for Best Actress from 1970 to 2001.

Click here to see the entire data set.
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24. Histograms (4 of 4)

Learning Objectives

»  Describe the distribution of quantitative data using
a histogram.

We now use histograms to compare the distributions of a
quantitative variable for two groups of individuals. Previously, we
did a similar comparison using dotplots. As before, our descriptions
focus on the overall pattern (shape, center, and spread) as well as
deviations from the pattern (outliers). We also use percentages to
describe and compare different intervals of variable values, since
histograms make it easy to do so.

Example

Smoking and Birth Weight

Does smoking during pregnancy have an impact on birth
weight? To investigate this question, doctors collected data
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on 189 new mothers who gave birth at a hospital in
Massachusetts during the 1980s.

Here we use histograms to compare the distribution of
birth weights for mothers who smoked during pregnancy
with mothers who did not smoke. The table shows the
numbers of mothers with babies in each interval of birth
weights. (Left endpoints are included in the bin, so a
1,000-gram baby is in the interval 1,000-1,500 grams.)

Note: For easy and more accurate visual comparisons,
both histograms have the same horizontal scale and bin
width. Also, the scale on the vertical axis is the same. So we
can directly compare the heights of the bars to compare
the number of mothers with babies in each interval of birth
weights.

0 I Smoker Smoker
= = | No Yes
- RS — 500-1000 0 1
I 1000-1500 3 1
£ s | 1500-2000 8 3
= E 0 2000-2500 18 22
28 7500-3000| 22 16
E — 3000-3300 29 17
§ s — 3500-2000 27 10
eom —l_ 4000-4500 6 1

£ ] L | [ss005000] 2 0

500 1000 1500 2000 2500 3000 35000 4000 4500 SO0 total = 115 | total =74

Birth Weight (grams)

Following are some observations about the shape, center,
and spread:

Nonsmokers: The distribution of birth weights for the
nonsmokers appears skewed slightly to the left. We
estimate that birth weights for this group fall between
approximately 1,000 and 5,000 grams for an overall range of
approximately 4,000 grams. For nonsmokers, nearly half of
the babies have a birth weight between 3,000 and 4,000
grams (29 + 27 = 56, 56 /115 = 48.7%) with fewer babies in the
lower weight ranges.
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Smokers: The distribution of birth weights for the
smokers appears slightly skewed to the right. We estimate
the birth weights for this group fall between approximately
500 and 4,500 grams for an overall range of approximately
4,000 grams. For smokers, nearly half of the babies have a
birth weight between 2,000 and 3,000 grams (16 + 22 = 38,
38 / 74 = 51%) with fewer babies in heavier weight ranges.

Comment: As we have seen, the choice of bin width can
affect the shape of a histogram. We also cannot make
precise statements about center and spread because our
sense of “typical” range is also affected by the choice of bin
width.

Another strategy for comparing distributions is to use a
benchmark. Here are some examples:

1. Doctors define low birth weight as a birth weight
below 2,500 grams. Calculate and compare the
percentage of smokers and nonsmokers with low-
birth-weight babies by this definition.Nonsmokers: Of
babies born to mothers who did not smoke,

3 + 8 +18 = 29 weighed less than 2,500 grams, so
25.2% (29 of 115) of the babies born to nonsmokers fit
the definition of low birth weight.Smokers: Of babies
born to mothers who smoked, 1+1+ 6 +22 =30
weighed less than 2,500 grams, so 40.5% (30 of 74) of
the babies born to smokers fit the definition of low
birth weight.

2. A condition called macrosomia (also known as big
baby syndrome) is defined as a birth weight of 4,000
grams or more. Calculate and compare the
percentage of smokers and nonsmokers with babies
that fit the definition of macrosomia.Nonsmokers: Of
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babies born to mothers who did not smoke, 6 +2 =8
weighed 4,000 grams or more, so 7.0% (8 of 115) of the
babies born to nonsmokers fit the definition of
macrosomia.Smokers: Of babies born to mothers who
smoked, only 1 weighed 4,000 grams or more, so 1.4%
(1 of 74) of the babies born to smokers fit the
definition of macrosomia.

Now we synthesize these observations into a paragraph.

Tip: Be sure to emphasize the comparison of the groups.
Develop a thesis statement if appropriate.

In this observational study, we compared mothers who
smoked during pregnancy to mothers who did not smoke
during pregnancy. The variable is the birth weights of their
babies. Both groups had a lot of variability in birth weights,
with identical overall range estimates of 4,000 grams.

There was also a lot of overlap in the distributions.
Nonsmokers had babies that weighed between
approximately 1,000 and 5,000 grams. Smokers had babies
that weighed between approximately 500 and 4500 grams.

However, we also observe some important differences in
the typical ranges of birth weights for the two groups. For
nonsmokers, nearly half of the babies have a birth weight
between 3,000 and 4,000 grams (56 out of 115, 48.7%) with
fewer babies in the lower weight ranges. For smokers,
nearly half of the babies have a birth weight between 2,000
and 3,000 grams (40 of 74, 54%) with fewer babies in
heavier weight ranges.

If we use the medical definition of low birth weight
(under 2,500 grams), we see that smokers in this study have
a much higher incidence of low birth weights: 25.2% (29 of
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115) of the babies born to nonsmokers fit the definition of
low birth weight, compared to 40.5% (30 of 74) of the babies
born to smokers. In this study, smoking is associated with
lower birth weights, though the variability in the data
suggests that other variables also contribute to birth
weight.

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=41

Let’s Summarize

In “Distributions for Quantitative Data,” we focused on describing
the distribution of a quantitative variable.
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* In a graph that summarizes the distribution of a quantitative

variable, we can see

o the possible values of the variable.

o

the number of individuals with each variable value or
interval of values.

* To analyze the distribution of a quantitative variable, we

described the overall pattern of the data (shape, center,

spread), and any deviations from the pattern (outliers).

o

We described the shape of a distribution as left-skewed,
right-skewed, symmetric with a central peak (bell-shaped),
or uniform. Not all distributions have a simple shape that
fits into one of these categories.

The center of a distribution is a typical value that
represents the group. We discuss ways to identify the
center of a distribution in “Measures of Center.

The spread of a distribution is a description of how the
data varies. One measurement of spread is the overall
range of the data (largest value - smallest value). We also
looked at a typical range of values. We discuss ways to
identify a typical range in “Quantifying Variability Relative
to the Median” and “Quantifying Variability Relative to the
Mean”

Outliers are data points that fall outside the overall pattern
of the distribution.

* We used two types of graphs to analyze the distribution of a

quantitative variable:

o

o

Dotplots
Histograms

* Following are some observations about dotplots:

<)

Individual variable values are visible, particularly when the
data set is small.

Descriptions of shape, center, and spread are not affected
by how the dotplot is constructed.

We can accurately calculate the overall range (largest value

Histograms (4 of 4) | 127



- smallest value).
» Following are some observations about histograms:

o Individual variable values are not visible.
> Grouping individuals into bins of equal-sized intervals is
particularly useful when analyzing large data sets.
> We can easily use percentages, also called relative
frequencies, to describe the distribution.
o Descriptions of shape, center, and spread are affected by
how the bins are defined.
* How do we decide when to use a dotplot and when to use a
histogram? There are no rules here. Each type of graph can
highlight different aspects of the data.
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25. Introduction: Measures of
Center

What you'll learn to do: Use mean and median to
describe the center of a distribution.

LEARNING OBJECTIVES

. Use mean and median to describe the center of a
distribution.

Introduction: Measures of
Center | 129



26. Mean and Median (1 of 2)

Learning Objectives

. Use mean and median to describe the center of a
distribution.

Recall that when we describe the distribution of a quantitative
variable, we describe the overall pattern (shape, center, and spread)
in the data and deviations from the pattern (outliers). In our
previous discussion of patterns in quantitative data, we identified
a typical value in the distribution. We used this single value of the
variable to represent the entire group. This is an informal way to
think about the center of the distribution. In “Measures of Center;,’
we focus on describing the center of a distribution more precisely.

Graph the distribution of a
quantitative variable.

Describe:

7N

[owa] o o et

PR T }

Shape Center Spread Outliers

We develop two different measurements for identifying the
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center of a distribution: the mean and the median. Each measure
has special properties.

Mean

The mean is the average. It is written as g and pronounced “x-bar”
To calculate the mean, we add the data values and divide by the
number of data points.

We can write this as a formula.

Xz
r— —
n
In this formula, the symbol }] means sum (add up the values). The

W n

x represents the data values. The letter “n” represents the number
of data values.

Example

Ca]culating the Mean

Let’s find the mean of a set of three quiz scores: 70, 85,
82. In this situation, n is 3 because there are 3 quiz scores.
We add the “x” values, 70 + 85 + 82 to get 237, then divide by
3 to get a mean of 79.

We could write this calculation using the formula:
Sz 70485482 237
n o 3 -3

=179

=
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Example

Average Homework Score

Suppose Beth's homework scores are70, 80, 80, 80, 85, 86,
90, 90, 95. There is variability in her homework scores, but
the mean represents her typical performance on
homework.

The mean of her scores is

o T0+80+80+80+85+86+90+90+95 756
- 9 9

So Beth’s performance on homework varies, but on

average, she makes an 84 on each assignment. In other
words, we can understand the mean as the score Beth
would have on every assignment if she always made the
same grade - that is, if she made an 84 on all nine
homework assignments.

Her mean score is 84, since

o B4+84+84+84+84+84+84+84+84 9(84) 756 _

9 9 9 84

From this viewpoint, the mean is the fair share measure
of center.

Notice, however, that Beth did not actually make an 84 on
any assignment. The mean does not give us information
about any individual homework score or about how the
homework scores vary. It only gives us a sense of her
performance by averaging the values across all the
assignments.
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Distance from the mean of B4 T ] [ [ [ 11

Distances above the mean
1+2+6+6+11 = 26
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negative and the distances above the mean as positive.
When we add these “signed” distances together, we get 0

(14) + () + (-4 + (-4 +1+2+ 6+ 6+ 11
(-26) + 26

The mean is the only measure of center with this special
property.

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=43
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=43

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=43
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=43

Median

The median is another way to identify a typical value. The median
is the middle of the data when all the values are listed in order. The
median divides the data into two equal-sized groups. There is as
much data below the median as above it.
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Example

Median Homework Score

Let’s return to Beth’s homework scores: 70, 80, 80, 80, 85,
86, 90, 90, 95.

The median score is 85. This is the center score. There
are four homework scores below 85 and four homework
scores above 85.

For this data set, the median was one of the homework
scores. This will not always be the case. So, like the mean,
the median does not give us information about any
individual homework score or about how the homework
scores vary. It only gives us a sense of Beth’s performance
by locating a value that is the middle of the actual scores.

Here is the median marked on a dotplot of the
distribution of homework scores. For this set of scores, the
median is also a pretty good measure of how Beth
performed overall.

Q g o] 8 o]

L L L T T T LI T T T T 1

70 72 V4 76 T8 80 82 B4 86 88 390 322 34 36
homework
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=43

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=43
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27. Mean and Median (2 of 2)

Learning Objectives

. Use mean and median to describe the center of a
distribution.

Choosing between Median and Mean

We now have a choice between two measurements of center. We
can use the median, or we can use the mean. How do we decide
which measurement to use?

In these next examples, we learn that the shape of the distribution
and the presence of outliers helps us answer this question.

Example

Homework Scores with an Outlier

Here is a dotplot of the 26 homework scores earned by a
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Mean Median
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Example

Skewed Incomes

In this example, we look at how skewness in a data set
affects the mean and median. The following histogram
shows the personal income of a large sample of individuals
drawn from U.S. census data for the year 2000. Notice that
it is strongly skewed to the right. This type of skewness is
often present in data sets of variables such as income.
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What’s the Main Point?

These examples illustrate some general guidelines for choosing a
measure of center:

» Use the mean as a measure of center only for distributions that
are reasonably symmetric with a central peak. When outliers
are present, the mean is not a good choice.

¢ Use the median as a measure of center for all other cases.

Both of these examples also highlight another important principle:
Always plot the data.

We need to use a graph to determine the shape of the
distribution. By looking at the shape, we can determine which
measures of center best describe the data.

Learn By Doin g

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=44
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=44

Instructions for using the simulation:

* To add a point, move the slider to the value you want, then
click Add.

* To remove a point, move the slider to the value you want, then
click Minus.

» To reset the simulation, click the button in the upper left
corner that says Reset.

Click here to open this simulation in its own window.

@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=44

144 | Mean and Median (2 of 2)


https://library.achievingthedream.org/herkimerstatisticssocsci/?p=44#pb-interactive-content
https://library.achievingthedream.org/herkimerstatisticssocsci/?p=44#pb-interactive-content
https://s3-us-west-2.amazonaws.com/oerfiles/Concepts+in+Statistics/interactives/meanandmedian/meanAndMedian.html
https://library.achievingthedream.org/herkimerstatisticssocsci/?p=44#pb-interactive-content
https://library.achievingthedream.org/herkimerstatisticssocsci/?p=44#pb-interactive-content

Let’s Summarize

* We have two different measurements for determining the
center of a distribution: mean and median. When we use the
term center, we mean a typical value that can represent the
distribution of data.

* The mean is the average. We calculate the mean by adding the
data values and dividing by the number of individual data
points.

* The mean has the following properties:

o It is the fair-share measure. For example, imagine that you
have 10 homework scores. Say that your scores vary, but
the mean is 84. Then you have 84(10) = 840 points, which is
like having an 84 on each of the 10 assignments.

o The mean is also referred to as the balancing point of a
distribution. If we measure the distance between each
data point and the mean, the distances are balanced on
each side of the mean.

* The median is the physical center of the data when we make an
ordered list. It has the same number of values above it as below
it.

* General Guidelines for Choosing a Measure of Center

o Use the mean as a measure of center only for distributions
that are reasonably symmetric with a central peak. When
outliers are present, the mean is not a good choice.

o Use the median as a measure of center for all other cases.

* Always plot the data. We need to use a graph to determine the
shape of the distribution. By looking at the shape, we can
determine which measures of center best describe the data.
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»8. Introduction: Measures of

Spread

What you'll learn to do: Use a five-number
summary and a boxplot to describe a
distribution.

LEARNING OBJECTIVES

e Use a five-number summary and a boxplot to
describe a distribution.
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29. Interquartile Range and
Boxplots (1 of 3)

Learning Objectives

e Use a five-number summary and a boxplot to
describe a distribution.

Introduction

Recall that when we describe the distribution of a quantitative
variable, we describe the overall pattern (shape, center, and spread)
in the data and deviations from the pattern (outliers). In
“Distributions for Quantitative Data” and “Measures of Center,” we
focused on describing the shape and center of a distribution. We
also investigated how the shape influences our choice of
measurements of center. In “Quantifying Variability Relative to the
Median” and Quantifying Variability Relative to the Mean,” we focus
on describing the spread of a distribution more precisely.

Interquartile Range and Boxplots (1 of
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Graph the distribution of a
quantitative variable.

Describe:

SN

_ [ Deviations from the pattern
<l N\ )

Shape Center Spread Outliers

We begin with describing spread about the median.

Example

Two Sets of Exam Scores

Consider the following two distributions of exam scores:

* e 00088§%8:88000
1

L]

class

o} 8 OOO@ (o] Ogg (o 0]}

r T T T T T T T s T
40 45 a0 b ] &3 7o 75 a0 a3 a0 93
exXam_scores

Both distributions have a median of 74.5. Which
distribution has more variability?

The answer to this question depends on how we measure
variability. Both distributions have the same range. The
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range is the distance spanned by the data. We calculate the
range by subtracting the minimum value from the
maximum value.

*  Range = Maximum value - minimum value

For both of these data sets, the range is 55 (here is how
we calculated the range: 95 - 40 = 55). If we use the range
to measure variability, we say the distributions have the
same amount of variability.

But the variability in the distributions differ when we
look at how the data is distributed about the median. Set A
has a large portion of its data close to the median. This is
not true for Set B. From this viewpoint, Set A has less
variability about the median.

Now we develop a way to measure the variability about the median.
To do so, we use quartiles. Quartile marks divide the data set into
four groups with equal counts.

Example

Quartiles and the Interquartile Range

We added dividers to show the quartile marks for the two
sets of exam scores. Quartile marks divide the data set into
four subgroups with the same number of individuals in
each subgroup.
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median? The interquartile range (IQR) is the distance
between the first and third quartile marks. The IQR is a
measurement of the variability about the median. More
specifically, the IQR tells us the range of the middle half of
the data.

Here is the IQR for these two distributions:

e (ClassA:IQR=Q3-Q1=785-71=75
e Class B:IQR=Q3 -Q1=89 - 61=28

As we observed earlier, Class A has less variability about
its median. Its IQR is much smaller. The middle 50% of
exam scores for Class A vary by only 7.5 points. The middle
50% of exam scores for Class B vary by 28 points.

Learn By Doi 0y

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=46
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Using the IQR to Identify Outliers

We consider a point an outlier when it is substantially above Q3 or
substantially below Q1. To make this statement more precise, we
mark off a distance of 1.5 IQRs above Q3 and below Ql. Any point
outside of this range is considered an outlier.

We can write this idea as a formula:

A value is an outlier when

 the value is greater than Q3 + 1.5 * IQR or
e the value is less than Q1 - 1.5 * IQR

To make more sense of this rule, let’s look at a visual example.

Example

Using IQR to Identify Outliers

For the data set in the dotplot, Q1 =15 and Q3 =18, so the
IQR=18 - 15 =3.

« QI-15*IQR=15-15*3=15-45=10.5

o This cutoff is shown in green on the dotplot.
o The data point at 10 is considered an outlier
because it is below 10.5.

* Q3+15*IQR=18+15*3=18+4.5=225

o This cutoff is shown in red on the dotplot.
° The data points at 24, 27, and 29 are
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considered outliers because they are above
22.5.

The points in purple are outliers by the IQR definition.

1.5'IQR 1QR 1.5'IQR
& @ @ % 8 EB Q 3
10 T 1 12 13 14 f'/ 16 17 f 19 20 21 22 23 24 25 26 27 28 23
Q1-1.5*IQR Q1 03 Q3 + L5*IQR

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=46

Let’s Summarize

* The range measures the variability of a distribution by looking
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at the interval covered by all the data. The IQR measures the
variability of a distribution by giving us the interval covered by
the middle 50% of the data.

* The five-number summary of a distribution consists of the
minimum, quartile 1, median, quartile 3, and maximum.

* The IQR is the measure of spread we should use when using
the median to measure center.

* When using the median and IQR to measure center and
spread, a data point is considered an outlier if it satisfies one of
the following conditions.

o The data value is more than 1.5 IQRs greater than Q3 (i.e.,
the value is greater than Q3 + 1.5 * IQR)

o The data value is more than 1.5 IQRs less than Q1 (i.e., the
value is less than Q1 - 1.5 * IQR)
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30. Interquartile Range and

Boxplots (2 of 3)

Learning Objectives

e Use a five-number summary and a boxplot to
describe a distribution.

Introduction

On the previous page, we learned about the five-number summary.
At this point, you should know the following:

* The five-number summary uses quartiles to identify the center
and spread of a distribution.

* The median (which is Q2) is a measure of center. We also view
the median as a typical value that represents the distribution.

* The values between Q1 and Q3 give a typical range of values.

* The IQR is a way to measure the variability about the median.

Now we use the five-number summary to make a new type of
graph, the boxplot. Boxplots are commonly used to summarize a
distribution of a quantitative variable.

Interquartile Range and Boxplots (2 of
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Example

Boxplots for Exam Scores

Here are the two sets of exam scores from the previous
example. Recall that we divided the data into quartiles. In a
data set, each quartile contains the same number of scores.
In other words, each quartile contains 25% of the data.

Here is the five-number summary for these two
distributions:

e Class A: Min: 40 Q1: 71 Q2: 74.5 Q3: 78.5 Max: 95
e (Class B: Min: 40 Q1: 61 Q2: 74.5 Q3: 89 Max: 95

To create the boxplot for each distribution,

e Draw a box from Q1 to Q3.

e  Draw a vertical line in the box at the median.

e Extend a tail from Q1 to the smallest value that is
not an outlier and from Q3 to the largest value that is
not an outlier.

e Indicate outliers with asterisks (*).

Box Plat of exam_scaores
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Box Plot of exarm_scores
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Note: Some statistical packages offer two options: a
boxplot and a modified boxplot. We drew modified boxplots
in this example. In a modified boxplot, outliers are marked
with an asterisk (*). For a boxplot that is not modified, the
tails extend to the minimum and maximum values. In this
type of boxplot, we cannot see outliers.

Making a Boxplot:

Now we walk through the steps for making a modified boxplot
using the distribution of ages for winners of the Oscar Award for
Best Actress from 1970 to 2001. The five-number summary for this
distribution is

* Min: 21 Q1: 32 Median: 35 Q3: 41.5 Max: 80

Using the IQR definition of an outlier, there are three outliers: 61, 74,
and 80.
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A YouTube element has been excluded from this version of the

text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=47

Learn By Doin g

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:
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https: /library.achievingthedream.orq

herkimerstatisticssocsci/?2p=47

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?2p=47

At this point, you should know how to

* Create a boxplot from a five-number summary.

» Use a boxplot to identify and interpret quartiles.

* Identify the median and the IQR of a distribution from a
boxplot.

Now we want to focus on what a boxplot does not tell us. A boxplot
does not give us information about the following:

* The number of data points in the data set.

* The number of data points within each quartile (though each
quartile contains the same number of data points).

» The pattern of the data within each quartile.
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Here are four data sets that illustrate these ideas.
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How are these data sets similar? Notice that the four data sets
have the same boxplot. This is because the five-number summary is
the same for each data set. The data sets have identical minimum
value, maximum value, and quartile marks, so we could say that
these data sets have the same center and spread.

* Center: Each data set has a median of 10.

* Spread: In each data set, the middle half of the data varies from
7 to 14, so the IQR is 7. In each data set, the data varies from 4
to 19, so the overall range is 15.

How are these data sets different? The data sets do not have the
same number of data points. Also, the shape of each distribution is
different.

The goal of the next Learn By Doing activity is to develop a deeper
understanding of how the interquartile range (IQR) measures
variability about the median. Use the simulation below for the next
activity. You have used a similar simulation before. Recall the
instructions for adding or removing data points:

* To add a point, move the slider to the value you want, then
click Add.

* To remove a point, move the slider to the value you want, then
click Minus.

* To reset the simulation, click the button in the upper left
corner that says Reset.
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Click here to open this simulation in its own window.

@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=47

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=47

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?2p=47
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31. Interquartile Range and
Boxplots (3 of 3)

Learning Objectives

e Use a five-number summary and a boxplot to
describe a distribution.

Comparing Distributions with Side-by-Side
Boxplots

In the next two examples, we again use boxplots to compare two
distributions. This time we focus on writing a description of the
two distributions. We practiced writing descriptions in the earlier
section, “Distributions for Quantitative Data,” using dotplots and
histograms. Now we use boxplots. As before, we describe shape,
center, spread, and outliers. But now we use the five-number
summary to make our descriptions more precise.
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Example

Best Actor/Actress Oscar Winners

So far we have examined the age distributions of Oscar
winners for males and females separately.

It will be interesting to compare the age distributions of
actors and actresses who won best acting Oscars. To do
that, we look at side-by-side boxplots of the age
distributions by gender.

Side-By-Side (Comparative) Boxplots
Age of Best ActorfActress Oscar Winners (1870-2001)

a0 —
70 —

60 — | #

a0 —

Ane

40 —

30— |

20 —

| |
actor actress
Gender

o Actors: Min = 31, Q1 = 37.75, M = 42.5, Q3 = 48.75,
Max =76
o Actresses: Min =21, Q1 = 32, M = 35, Q3 = 41.5, Max =
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80

Based on the graph and numerical measures, we can
make the following comparison between the two
distributions:

Note: A good summary compares the two distributions
using shape, center, spread, and outliers. Let’s begin with
observations about these characteristics of the
distributions.

Shape: The shape of a distribution can be hard to
determine from the boxplot, but we can compare the
variability in the upper half of the data (Max - Median) to
the variability in the lower half of the data (Median — Min) to
get a sense of shape. For the men, the distribution appears
skewed to the right because the lower half of the data has
less variability than the upper half. The lower half of the
data has a range of 11.5 years (42.5 - 31), compared to the
upper half of the data with a range of 33.5 years (76 - 42.5).
The distribution for women also appears right-skewed. The
lower half of the data has a range of 14 years (35 - 21),
compared to a range of 45 years for the upper half of the
data (80 - 35). In both cases, the shape suggests that the
Oscar is awarded to younger actors and actresses.

Center: Actresses tend to win the Oscar at a younger age
than do actors. The median age for females (35) is lower
than for the males (42.5). Note also that the third quartile of
the females’ distribution (41.5) is lower than the median age
for males. It tells us that only 25% of the actresses were 41.5
years old or older when they won the Oscar, compared to
50% of the males who were 42.5 years old or older.

Spread: Not only do actresses win at a younger age, but
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Example

Temperature of Pittsburgh vs. San
Francisco

To compare the average high temperatures of Pittsburgh
to those of San Francisco, we look at the following side-by-
side boxplots and supplement the graph with the
descriptive statistics of each of the two distributions.

Average High Temperatures
Pittsburgh vs. San Francisco

B0 — |

To )
o — —

50 —

Temperature (F)

30 —

T T
Pittsburgh San Francisco

Average High Temperatures
Pittsburgh | San Francisco

Min 337 56.3

1 41.2 60.2

Q2 (Median) 61.4 62.7

Q3 778 654

Max B2.6 66.7
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When looking at the graph, the similarities and
differences between the two distributions are striking. Both
distributions have roughly the same center (medians are
61.4 for Pittsburgh and 62.7 for San Francisco). However, the
temperatures in Pittsburgh have a much larger variability
than the temperatures in San Francisco (Range: 49 vs. 12;
IQR: 36.5 vs. 5).

The practical interpretation of the results we obtained is
that the weather in San Francisco is much more consistent
than the weather in Pittsburgh, which varies a lot during
the year. Also, because the temperatures in San Francisco
vary so little during the year, knowing that the median
temperature is around 63 is actually very informative. On
the other hand, knowing that the median temperature in
Pittsburgh is around 61 is practically useless, since
temperatures vary so much during the year and can get
much warmer or much colder than in San Francisco.

Note that this example provides more intuition about
variability by interpreting small variability as consistency
and large variability as lack of consistency. Also, through
this example, we learned that the center of the distribution
is more meaningful as a typical value for the distribution
when there is little variability (or, as statisticians say, little
“noise”) around it. When there is large variability, the center
loses its practical meaning as a typical value.
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Let’s Summarize

* The range measures the variability of a distribution by looking
at the interval covered by all the data. The IQR measures the
variability of a distribution by giving us the interval covered by
the middle 50% of the data.

* The five-number summary of a distribution consists of the
minimum, quartile 1, median, quartile 3, and maximum.

* The IQR is the measure of spread we should use when using
the median to measure center.

* When using the median and IQR to measure center and
spread, a data point is considered an outlier if it satisfies one of
the following conditions.

o More than 1.5 IQRs greater than Q3 (i.e., the value is
greater than Q3 + 1.5 * IQR).

o More than 1.5 IQRs less than Q1 (i.e., the value is less than
Q1 -15*IQR).

» The boxplot is a graphical representation of a data set. It
displays the five-number summary and highlights any points
that are considered outliers (using the 1.5 * IQR rule described
in the previous bullet).

* Side-by-side boxplots are commonly used to compare two
data sets.
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32. Introduction: Describing a
Distribution

What you'll learn to do: Describe a distribution
using mean and standard deviation

LEARNING OBJECTIVES

. Use mean and standard deviation to describe a
distribution.
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33. Standard Deviation (1 of 4)

Learning Objectives

. Use mean and standard deviation to describe a
distribution.

Introduction

In the section “Distributions for Quantitative Data,” we discussed
the spread of a distribution in terms of a typical range of values. In
“Quantifying Variability Relative to the Median,” we made this idea
more precise with the interquartile range, IQR. The IQR gives us a
measure of spread about the median. We defined a typical range of
values about the median as the values between the first and third
quartiles.

Now we want to develop a numerical measure of spread that we
can use with the mean. In constructing a measure of spread about
the mean, we want to compute how far a “typical” number is away
from the mean.
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Measuring Spread about the Mean

Let’s consider the sample data set 2, 2, 4, 5, 6, 7, 9. The mean of this
data set is
Fornula does not parse
Here is a dotplot of this data set with the mean marked by the
vertical blue line.

We can see that some data is close to the mean and some data is
further from the mean.

Since we want to see how the data points deviate from the mean,
we determine how far each point is from the mean. We compute
the difference between each of these values and the mean. These
differences are called the deviations from the mean for each point.

2-5=-3
2-5=-3
4-5=-1
5-5=0
6-5=1
7-5=2
9-5=4

When visualized on a dotplot, these differences are viewed as
distances between each point and the mean. A negative difference
indicates that the data point is to the left of the mean (shown in
blue on the graph below). A positive difference indicates that the
data point is to the right of the mean (shown in green on the graph
below).
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Our goal is to develop a single measurement that summarizes a
typical distance from the mean. Before we continue, let’s practice
determining the distance of a single data point from the mean.

Learn By Doing

The two questions below refer to the following dotplot.
The mean is 9 and it is marked by the vertical blue line.

6
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=
>
=
>

a An interactive or media element has been

excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?2p=50
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=50

Since we want to determine how far a typical number is away from
the mean, we might try to average these numbers. However, if we
add them all up, we will get O (try it). Getting O with this procedure
(finding differences from mean and adding them all together) is no
accident - it always produces 0. We have to overcome this problem.

Recall that we are trying to find the typical distance between data
points and the mean. It therefore makes sense to take the absolute
value of each of these differences.

|2-5]-]-3]-3

|2-5]=]-3]=3
|4-5]=[-1]-1
|5-5]|=]0]=0
|[6-5|=|1]=1
|7-5]=|2|=2

19-5]-4]-4

Now we can compute the average of these deviations. There are
seven data points, so we add these seven distances and divide by 7.
The result is a measure of spread about the mean called the average
deviation from the mean (ADM).
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Fornula does not parse
We can indicate this average deviation on a dotplot with a graphic
similar to a boxplot as follows.

2 2
8 o] Q o)
: : : : : : :
1 2 3 4 5 6 7 8 9 10

The shaded box in the middle is centered at the mean. It extends
left and right a distance of 1 average deviation from the mean.
Because the average deviation about the mean for this data set is
2, the box starts at 3 (because 5 - 2 = 3) and ends at 7 (because 5
+ 2 =7). In this way, we can use the ADM to define a typical range
of values about the mean. Notice that this typical range of values
(within 1 ADM of the mean) contains more than half of the values in
the data set.

The goal of the next Learn By Doing exercise is to improve our
intuition of what the ADM measures. We use the following
simulation to investigate how the ADM responds to changes in a
data set.

Instructions for adding or removing data points:

* To add a point, move the slider to the value you want, then
click the + sign.

* To remove a point, move the slider to the value you want, then
click the - sign.

* To reset the simulation to a blank screen, click the button in
the upper left corner that says Reset.

Click here to open this simulation in its own window.
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@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?2p=50

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=50
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=50

Before we continue, let’s summarize our main points:

* The ADM (average distance from the mean) is a measurement
of spread about the mean. More precisely, ADM measures the
average distance of the data from the mean.

* We can use the ADM to define a typical range of values about
the mean. We mark the mean, then we mark 1 ADM below the
mean and 1 ADM above the mean. This interval is centered at
the mean and captures typical values about the mean.

Using these two ideas, we can estimate the ADM by looking at a

graph of the distribution of data. We practice this important skill in
the next Learn By Doing.
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=50

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=50

In the next example, we compare the ADM as a measure of spread
to the other ways we have measured spread.
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Example

Measuring Variability in Different Ways

The following dotplots show the potassium content in 76
cereals. Compare children’s cereals to adult cereals. Which
type of cereal has more variability in potassium content?

child
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340

Potassium

We can visually see that there is more variability in the
potassium content of the adult cereals than in the
children’s cereals. We can measure this spread in three
ways:

e Using overall range: The range of potassium
content is larger for the adult cereals than for the
children’s cereals. The children’s cereal set has a
range of 90 (because 110 - 20 = 90), whereas the adult
cereal set has a range of 315 (because 330 - 15 = 315).
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ADM of 22. The adult cereal data set has an ADM of
55. Notice here we use the mean as a measure of
center. The mean is marked with a blue line. ADM
measures spread about the mean.

-1.00to 1.00 Average Deviation Hat Plot of Patassium
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Based on the preceding example, we might expect the data set with
the larger range to also have the larger ADM. This is not true, as we
illustrate in the next example.

Example

Comparing Range and ADM

Which data set has more variability? Our answer to this
question depends on how we measure variability.
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The ADM is a reasonable measure of spread about the mean, but

there is another measure that is used much more often: the
standard deviation (SD). The standard deviation behaves very much
like the average deviation. So all of the work we have done on
this page is useful in understanding standard deviation. We discuss
standard deviation next.
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34. Standard Deviation (2 of
4)

Learning Objectives

. Use mean and standard deviation to describe a
distribution.

A More Common Measure of Spread about the
Mean: The Standard Deviation

The standard deviation (SD) is a measurement of spread about the
mean that is similar to the average deviation. We think of standard
deviation as roughly the average distance of data from the mean. In
other words, the standard deviation is approximately equal to the
average deviation. We develop the formula for standard deviation in
the following example.
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Example

Calculating the Standard Deviation

Let's consider the same data set we used on the previous
page: 2, 2,4, 5, 6, 7, 9. We already know that the mean is 5.
We compute the standard deviation similarly to the way we
compute the average deviation. We begin by computing the
deviation of each point from the mean, but instead of taking
the absolute value of the differences, we square them. Here
are the steps:

1.  We start by finding the differences between each

2-5=-3
2-5=-3
4-5=-1
value and the mean (just like before): 5 — 5 = ()
6-5=1
7T—5=2
9-5=4

2. We square each of the differences:
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2.58 2.58

Comment

The formula for the standard deviation of a data set can be
described by the following expression. However, we will always use
technology to perform the actual computation of the standard
deviation.

The symbols in the expression are defined as follows:

* nis the number of values in the data set (the count).
* Recall that ) means to add up (compute the sum).

e 7 is the mean of the data set.

* The individual values are denoted by x.

Note: In the formula you can see

¢ the deviations from the mean (x— a_j)

* the squaring of these deviations.
* the averaging of the squared deviations: add them up (}) and
divide by (n - 1).

Before we learn to use technology to compute the standard
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deviation, we practice estimating it. We can estimate standard
deviation in the same ways we estimated ADM. Think of standard
deviation as roughly equal to ADM, so standard deviation is roughly
the average distance of data from the mean.

Learn By Doin Iy

Let’s consider the same collection of cereals we worked
with previously, except this time we'll look at the calorie

content.
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https: //assessments.lumenlearning.com/assessments/
3455

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:
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herkimerstatisticssocsci/?p=51

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=51

Standard Deviation (2 of 4) | 189


https://library.achievingthedream.org/herkimerstatisticssocsci/?p=51#pb-interactive-content
https://library.achievingthedream.org/herkimerstatisticssocsci/?p=51#pb-interactive-content
https://library.achievingthedream.org/herkimerstatisticssocsci/?p=51#pb-interactive-content
https://library.achievingthedream.org/herkimerstatisticssocsci/?p=51#pb-interactive-content

35. Standard Deviation (3 of
4)

Learning Objectives

. Use mean and standard deviation to describe a
distribution.

What We Know So Far about the Standard
Deviation

* The standard deviation is a measure of spread.

* The standard deviation is approximately the average distance
of the data from the mean, so it is approximately equal to ADM.

* Mean * SD gives a range of typical values.

* We will use technology to calculate the standard deviation.

Now we incorporate the standard deviation into our description
of the pattern in the distribution of a quantitative variable. More
specifically, we use standard deviation to compare the variability of
two distributions.
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Example

Backpack Weight

The following histograms show the backpack weight
carried by two groups of schoolchildren. One is a group of
first and third graders. The other is a group of fifth and
seventh graders. In each histogram, we marked the mean
and a standard deviation above the mean.

Grades: 1*tand 3™
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PackWeight
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0 2 4 ] ] 10 2 ‘4—/ 16 18 20 22 24 26 28 30 32 34 3B 38 40
PackWeight

count
o

Following are some observations about shape, center and
spread.

Note: For easy visual comparison, we made the histogram
bin widths the same. This decision made the histogram of
pack weights for the fifth and seventh graders a “pancake.
For this distribution, a larger bin width will give a more
accurate sense of shape. However, since our goal is to

Standard Deviation (3 of 4) | 191



compare the two groups, we chose to use the same scale
and bin width for the histograms.

First and Third Graders

e  Shape: The distribution appears somewhat
symmetrical with a slight skew to the right.

e Center and spread: With the use of technology, we
determined the mean is 5.8 pounds and the standard
deviation is 2.1 pounds.

e Typical range of values: A stardard deviation either
side of the mean gives a range of typical values: 5.8 -
2.1=3.7and 5.8 +2.1="7.9. So typical first and third
graders are carrying between 3.7 and 7.9 pounds.

Fifth and Seventh Graders

*  Shape and deviations from the pattern (outliers):
The distribution appears somewhat uniform with two
students who appear to be outliers.

*  Center and spread: With the use of technology, we
determined the mean is 14.2 pounds and the standard
deviation is 7.2 pounds.

*  Typical range of values: A standard deviation either
side of the mean gives a range of typical values: 14.2 -
7.2=17.0 and 14.2 + 7.2 = 21.4. So typical fifth and
seventh graders are carrying between 7.0 and 21.4
pounds.

Here is another view of the same data. The SD hatplot
marks a standard deviation above and below the mean, so
the gray rectangle shows us the typical range of backpack
weights that we calculated previously.
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students making independent decisions about how much
homework they will do, so some students will carry more
books home and others will carry fewer.

Learn By Doing

Consider the following two quantitative data sets:

e Set A: The times (in minutes) of all competitors in
the 1,500-meter running track-and-field event at the
most recent Olympic Games.

e Set B: The times (in minutes) of all competitors in
the 1,500-meter running track-and-field event at all
high school meets in the United States last year.

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=52
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?2p=52

Can two data sets have the same mean but different standard
deviations? Can two data sets have different means but the same
standard deviation? Use the simulation to investigate these
questions in the next two activities.

Instructions for adding or removing data points:

* To add a point, move the slider to the value you want, then
click on the + sign.

» To remove a point, move the slider to the value you want, then
click on the - sign.

* To reset the simulation, click the button in the upper left
corner that says Reset.

Click here to open this simulation in its own window.

a An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=52
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Activity 1

Learn By Doin g

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=52
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Activity 2

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=52

Remark:

The examples we constructed in the preceding activity should
make it clear that the mean and standard deviation measure
independent characteristics of a data set. The mean is a measure
of center, and the standard deviation is a measure of spread. The
size of the mean does not give us information about the size of the
standard deviation. Similarly, the size of the standard deviation does
not give us information about the size of the mean.
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36. Standard Deviation (4 of
4)

Learning Objectives

. Use mean and standard deviation to describe a
distribution.

Deciding Which Measurements to Use

We now have a choice between two measurements of center and
spread. We can use the median with the interquartile range, or we
can use the mean with the standard deviation. How do we decide
which measurements to use?

Our next examples show that the shape of the distribution and
the presence of outliers helps us answer this question.
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Example

Homework Scores with an Outlier

Here are two summaries of the same set of homework
scores earned by a student: a boxplot and an SD hatplot.
Notice that the distribution of scores has an outlier. This
student has mostly high homework scores with one score
of 0. Here are some observations about the homework data.

*  Five-number summary: low: 0 Ql: 82 Q2: 84.5 Q3:
89 high: 100

e  Median is 84.5 and IQR is 7

o Mean = 81.8, SD =17.6
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The typical range of scores based on the first and third
quartiles is 82 to 89.

The typical range of scores based on Mean + SD is 64.2 to
99.4 (Here’s how we calculated this: 81.8 - 17.6 = 64.2, 81.8 +
17.6 = 99.4.)
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Which is the better summary of the student’s
performance on homework?

The typical range based on the mean and standard
deviation is not a good summary of this student’s
homework scores. Here we see that the outlier decreases
the mean so that the mean is too low to be representative
of this student’s typical performance. We also see that the
outlier increases the standard deviation, which gives the
impression of a wide variability in scores. This makes sense
because the standard deviation measures the average
deviation of the data from the mean. So a point that has a
large deviation from the mean will increase the average of
the deviations. In this example, a single score is responsible
for giving the impression that the student’s typical
homework scores are lower than they really are.

The typical range based on the first and third quartiles
gives a better summary of this student’s performance on
homework because the outlier does not affect the quartile
marks.

Example

Skewed Incomes

In this example, we look at how skewness in a data set
affects the standard deviation. The following histogram
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These examples illustrate some general guidelines for choosing

number of people with higher incomes does not impact the
median or the other quartile marks, so the first and third
quartile marks give a range of incomes that more
accurately represent typical incomes in the sample. Notice
also that this range is always within the overall range of the
data, so we will never have the problem that we
encountered earlier with the standard deviation.

In a skewed distribution, the upper half and the lower
half of the data have a different amount of spread, so no
single number such as the standard deviation could
describe the spread very well. We get a better
understanding of how the values are distributed if we use
the quartiles and the two extreme values in the five-
number summary.

numerical summaries:

Both of these examples also highlight another important principle:

Use the mean and the standard deviation as measures of
center and spread only for distributions that are reasonably

symmetric with a central peak. When outliers are present, the

mean and standard deviation are not a good choice.
Use the five-number summary (which gives the median, IQR,
and range) for all other cases.

Always plot the data.

We need to use a graph to determine the shape of the
distribution. By looking at the shape, we can determine which

measures of center and spread best describe the data.
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Let’s Summarize

The average deviation from the mean (ADM) is a measurement
of spread about the mean. More precisely, ADM measures the
average distance of the data from the mean. In practice, ADM
is not commonly used, but it helps us understand the standard
deviation (SD).

The standard deviation is a measure of spread. We use it as a
measure of spread when we use the mean as a measure of
center.

The standard deviation is approximately the average distance
of the data from the mean, so it is approximately equal to ADM.
We can use the standard deviation to define a typical range of
values about the mean. We mark the mean, then we mark 1 SD
below the mean and 1 SD above the mean. This interval is
centered at the mean and defines typical values about the
mean. We often write this interval as Mean * SD.

We use technology to calculate the standard deviation.

Like the mean, the standard deviation is strongly affected by
outliers and skew in the data.

When choosing numerical summaries,

Use the mean and the standard deviation as measures of
center and spread only for distributions that are reasonably
symmetric with a central peak. When outliers are present, the
mean and standard deviation are not a good choice.

Use the five-number summary (which gives the median, IQR,
and range) for all other cases.

Always plot the data. We need to use a graph to determine the
shape of the distribution. By looking at the shape, we can
determine which measures of center and spread best describe
the data.
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37. Putting It Together:
Summarizing Data

Graphically and Numerically

Let’s Summarize

In Summarizing Data Graphically and Numerically, we focused on
describing the distribution of a quantitative variable.

» To analyze the distribution of a quantitative variable, we
describe the overall pattern of the data (shape, center, spread)
and any deviations from the pattern (outliers). We use three
types of graphs to analyze the distribution of a quantitative
variable: dotplots, histograms, and boxplots.

* We described the shape of a distribution as left-skewed, right-
skewed, symmetric with a central peak (bell-shaped), or
uniform. Not all distributions have a simple shape that fits into
one of these categories.

* The center of a distribution is a typical value that represents
the group. We have two different measurements for
determining the center of a distribution: mean and median.

o The mean is the average. We calculate the mean by adding
the data values and dividing by the number of individual
data points. The mean is the fair share measure. The mean
is also called the balancing point of a distribution. If we
measure the distance between each data point and the
mean, the distances are balanced on each side of the

Putting It Together: Summarizing
Data Graphically and



mean.

o The median is the physical center of the data when we
make an ordered list. It has the same number of values
above it as below it.

o General Guidelines for Choosing a Measure of Center

= Always plot the data. We need to use a graph to
determine the shape of the distribution. By looking at
the shape, we can determine which measure of center
best describes the data.

= Use the mean as a measure of center only for
distributions that are reasonably symmetric with a
central peak. When outliers are present, the mean is
not a good choice.

= Use the median as a measure of center for all other
cases.

» The spread of a distribution is a description of how the data
varies. We studied three ways to measure spread: range (max —
min), the interquartile range (Q3 - Q1), and the standard
deviation. When we use the median, Q1 to Q3 gives a typical
range of values associated with the middle 50% of the data.
When we use the mean, Mean * SD gives a typical range of
values.

o The interquartile range (IQR) measures the variability in
the middle half of the data.

o Standard deviation measures roughly the average distance
of data from the mean.

* Outliers are data points that fall outside the overall pattern of
the distribution. When using the median and IQR to measure
center and spread, we use the 1.5 * IQR interval to identify
outliers. Specifically, points outside the interval Q1 - 1.5 * IQR
to Q3 + 1.5 * IQR are labeled as outliers.
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38. StatTutor: Drinking
Habits of College Students

You are now ready to practice what you learned in this module by
doing a StatTutor exercise. We design StatTutor exercises to help
you apply what you have learned to a real life data analysis question.

Instructions: One of the first few screens in StatTutor will have a
link to download the dataset for this StatTutor exercise. When you
click that link, a pop-up window will appear asking if you want to
open or save the file. Make sure you click Save, which will allow you
to save the file to your hard drive. Then find the downloaded file
and double-click it to open it if youre using R, Minitab, Excel, or
StatCrunch, or transfer it to your calculator if youre using the TI
Calculator.

@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=55
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39. Assignment: Histogram

We will use the Best Actor Oscar winners (1970-2001) to learn how
to create a histogram using a statistics package, and practice what
we've learned about describing the histogram.

Click here to see the entire dataset.

Inscructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | TT Calculator

Question T

Describe the distribution of the ages of the Best Actor Oscar
winners. Be sure to address shape, center, spread and outliers.
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40. Assignment: Five-Number

Summary

In this activity, we will use the Best Actor Oscar winners
(1970-2001) to:

* Learn how to use a statistics package to produce the numerical
measures, or “descriptive statistics” of a distribution.

* Get some information about the distribution from its five-
number summary.

Click here to see the entire dataset.

Choose your statistical package and follow the instructions to
compute numerical measures. Note that “n” represents the sample
size, which is the number of individuals in the data set.

Instructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | TI Calculator

Question T

Getting information from the output:
a. How many observations are in this data set?
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b. What is the mean age of the actors who won the Oscar?
c. What is the five-number summary of the distribution?

Question 2:

Get information from the five-number summary:
a. Half of the actors won the Oscar before what age?
b. What is the range covered by all the actors’ ages?
c. What is the range covered by the middle 50% of the ages?
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41. Assignment: Boxplot

The objectives of this activity are:

* To teach you how to use to produce side-by-side boxplots and
the relevant descriptive statistics,

» To let you practice comparing and contrasting distributions,
and

* To help you gain more intuition about variability through the
interpretation of your results in context.

The percentage of each entering Freshman class that graduated on
time was recorded for each of six colleges at a major university over
a period of several years. (Source: This data is distributed with the
software package, Data Desk. (1993). Ithaca, NY: Data Description,
Inc., and appears in http: /lib.stat.cmu.edu/DASL/)

In order to compare the graduation rates among the different
colleges, we will create side-by-side boxplots (graduation rate by
college), and supplement the graph with numerical measures.
Follow the instructions, and then answer the questions based on the
output you got.

Instructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | TI Calculator

Answer the following questions:
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Question T:

Compare and contrast the distributions of the graduation rates at
the different colleges. Be sure to address center, spread and
outliers.

Question 2:

If you had to choose one college among the six colleges based on
this data, which college would it be? Explain your reasoning.

Question 3:

If you were debating between colleges B and F only, which one
would you choose based on this data? Explain your reasoning.
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42. Assignment: Standard

Deviation

The concept of standard deviation is less intuitive as a measure of
spread than the range or the IQR. The following activity is designed
to help you develop a better intuition for the standard deviation.

Background

At the end of a statistics course, students in three different classes

rated their instructor on a number scale of 1 to 9 (1 being “very

poor;,” and 9 being “best instructor I've ever had”). The following

table provides three hypothetical rating data:

Rating il 23 a5 |67 8

Cassi 2 ([o|o|o]23][0 002
Cassii| 13| o |o|o[1]0]]o0]o0]13
Classlll_ | 3 | 3 |3 3 3[3[3]3

And here are the histograms of the data:
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Question T:

Assume that the average rating in each of the three classes is 5
(which should be visually reasonably clear from the histograms),
and recall the interpretation of the SD as a “typical” or “average”
distance between the data points and their mean. Judging from
the table and the histograms, which class would have the largest
standard deviation, and which one would have the smallest standard
deviation? Explain your reasoning.

Now check your intuition by finding the actual standard
deviations of the three rating distributions.

Assignment: Standard Deviation | 215



Instructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | T1 Calculator

Question 2:

What are the standard deviations of the three rating distributions?
Was your intuition correct?
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PART III

CHAPTER 3: EXAMINING
RELATIONSHIPS:
QUANTITATIVE DATA

Chapter 3: Examining Relationships:
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43. Why It Matters:
Examining Relationships:
Quantitative Data

Before we begin Examining Relationships: Quantitative Data, let’s
see how the new ideas in this module relate to what we learned
in the previous modules, Types of Statistical Studies and Producing
Data and Summarizing Data Graphically and Numerically.

Recall the Big Picture:

We begin a statistical investigation with a research question. The
investigation proceeds with the following steps:

¢ Produce Data: Determine what to measure, then collect the
data. < Types of Statistical Studies and Producing Data

* Explore the Data: Analyze and summarize the data. <
Summarizing Data Graphically and Numerically, Examining
Relationships: Quantitative Data

* Draw a Conclusion: Use the data, probability, and statistical
inference to draw a conclusion about the population.

Types of Statistical Studies and Producing Data focused on methods
for collecting reliable data. Summarizing Data Graphically and
Numerically focused on summarizing and analyzing data for a
quantitative variable. In this module, we focus on summarizing and
analyzing the relationship between two quantitative variables. In the
Big Picture of Statistics, the material in Examining Relationships:
Quantitative Data is still part of exploratory data analysis.

Why It Matters: Examining
Relationships: Quantitative
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44. Introduction: Scatterplots

What you'll learn to do: Use a scatterplot to
display the relationship between two quantitative
variables. Describe the overall pattern (form,
direction, and strength) and striking deviations
from the pattern.

LEARNING OBJECTIVES

*  Use a scatterplot to display the relationship
between two quantitative variables. Describe the
overall pattern (form, direction, and strength) and
striking deviations from the pattern.
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45. Scatterplots (1 of 5)

Learning Objectives

e Use a scatterplot to display the relationship
between two quantitative variables. Describe the
overall pattern (form, direction, and strength) and
striking deviations from the pattern.

Example

Highway Signs

A research firm conducts a study to explore the
relationship between a driver’s age and the driver’s ability
to read highway signs. The subjects are a random sample of
30 drivers between the ages of 18 and 82. (SOURCE: JESSICA
M. UTTS AND ROBERT F. HECKARD, MIND ON STATISTICS
[BROOKS/COLE, 2002]. ORIGINAL SOURCE: DATA COLLECTED
BY THE LAST RESOURCE, INC., BELLFONTE, PA.)

Because the purpose of this study is to explore the effect
of age on the driver’s ability to read highway signs,
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Explanatory Response

N

Age Distance

Driver 1 18 510
Oiriver 2 32 410
Oiriver 3 a5 420
Oiriver 4 23 510

Diriver 30
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Learn By Doing

Recall this dataset from a medical study. In this study
researchers collected data on new mothers to identify
variables connected to low birth weights. This scatterplot
investigates the relationship between two quantitative
variables in the study: mother’s weight prior to pregnancy
and baby’s birth weight.
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https: //assessments.lumenlearning.com/assessments/
3856

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=63

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:
https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=63
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=63

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=63

Comment

Remember: The explanatory variable is on the horizontal x-axis. The
response variable is on the vertical y-axis. Sometimes the variables
do not have a clear explanatory-response relationship. In this case,
there is no rule to follow. Plot the variables on either axis.
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46. Scatterplots (2 of 5)

Learning Objectives

e Use a scatterplot to display the relationship
between two quantitative variables. Describe the
overall pattern (form, direction, and strength) and
striking deviations from the pattern.

Interpreting the Scatterplot

How do we describe the relationship between two quantitative
variables using a scatterplot? We describe the overall pattern and
deviations from that pattern.

This is the same way we described the distribution of one
quantitative variable using a dotplot or a histogram in Summarizing
Data Graphically and Numerically. To describe the overall pattern of
the distribution of one quantitative variable, we describe the shape,
center, and spread. We also describe deviations from the pattern
(outliers).
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Graph the distribution of
two quantitative variables
in a scatterplot.

Describe:
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Similarly, in a scatterplot, we describe the overall pattern with
descriptions of direction, form, and strength. Deviations from the
pattern are still called outliers.

* The direction of the relationship can be positive, negative, or

neither: Po=zitive relationship
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Hegative relationship

X
Heither positive

nor negative

A positive (or increasing) relationship means that an increase
in one of the variables is associated with an increase in the
other.

A negative (or decreasing) relationship means that an increase
in one of the variables is associated with a decrease in the other.

Not all relationships can be classified as either positive or
negative.

» The form of the relationship is its general shape. To identify
the form, describe the shape of the data in the scatterplot. In
practice, forms that we commonly use have mathematical
equations. We look at a few of these equations in this course.
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For now, we simply describe the shape of the pattern in the
scatterplot. Here are a couple of forms that are quite
common:Linear form: The data points appear scattered about
a line. We use a line to summarize the pattern in the data. We
study the equation for a line in this module.

Curvilinear form: The data points appear scattered about a
smooth curve. We use a curve to summarize the pattern in the
data. We study some specific types of curvilinear forms with
their equations in Modules 4 and 12.

Scatterplots (2 of 5) | 231



* The strength of the relationship is a description of how closely
the data follow the form of the relationship. Let’s look, for
example, at the following two scatterplots displaying positive,
linear relationships:

strong relationship

weaker relationship

In the top scatterplot, the data points closely follow the linear
pattern. This is an example of a strong linear relationship. In the
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bottom scatterplot, the data points also follow a linear pattern,
but the points are not as close to the line. The data is more
scattered about the line. This is an example of a weaker linear

relationship.

Labeling a relationship as strong or weak is not very precise.

We develop a more precise way to measure the strength of a

relationship shortly.

Outliers are points that deviate from the pattern of the relationship.
In the scatterplot below, there is one outlier.
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Fill in the letter of the description that matches each
scatterplot.

Descriptions:

A: X = month (January = 1), Y = rainfall (inches) in Napa, CA
in 2010 (Note: Napa has rain in the winter months and
months with little to no rainfall in summer.)

B: X = month (January = 1), Y = average temperature in
Boston MA in 2010 (Note: Boston has cold winters and hot
summers.)

C: X = year (in five-year increments from 1970), Y =
Medicare costs (in S) (Note: the yearly increase in Medicare
costs has gotten bigger and bigger over time.)

D: X = average temperature in Boston MA (°F), Y = average
temperature in Boston MA (°C) each month in 2010

E: X = chest girth (cm), Y = shoulder girth (cm) for a
sample of men

F: X = engine displacement (liters), Y = city miles per
gallon for a sample of cars (Note: engine displacement is
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roughly a measure of engine size. Large engines use more

gas.)

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=64
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47. Scatterplots (3 of 5)

Learning Objectives

e Use a scatterplot to display the relationship
between two quantitative variables. Describe the
overall pattern (form, direction, and strength) and
striking deviations from the pattern.

Now we return to our previous example. We apply the ideas of
direction, form, and strength to describe the relationship between
the age of the driver and the maximum distance to read a highway
sign. Here is the scatterplot:
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Direction: The direction of the relationship is negative. An
increase in age is associated with a decrease in reading distance,
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which makes sense because older drivers tend to have diminished
eyesight. So most older drivers can read the sign only when they are
close to it. In other words, they have a shorter maximum reading

distance.
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Form: The form of the relationship is linear.

Strength: The data points are fairly close to the line, so the
relationship is moderately strong. Do not worry if you feel uncertain
about describing the strength of a relationship. We mentioned
earlier that descriptions of strength are not very precise. We
develop a more precise measure of the strength shortly.

Outliers: There are no outliers. All the data points tend to follow
the linear pattern.
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48. Scatterplots (4 of 5)

Learning Objectives

e Use a scatterplot to display the relationship
between two quantitative variables. Describe the
overall pattern (form, direction, and strength) and
striking deviations from the pattern.

We now look at two more examples:

Example

Average Length of Pregnancy

What is the relationship between an animal’s lifespan and
the length of its pregnancy? To investigate this question,
we have data from 40 different species of animals living in
captivity. We use average lifespan as the explanatory
variable, x. The average length of pregnancy is the response
variable, y. (Source: Allen J. Rossman and Beth L. Chance,
Workshop Statistics: Discovery with Data and Minitab [Key
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Is there an outlier? There is a data point that deviates
from the rest of the data because it has large x- and
y-values. This is the elephant. Elephants live a long time
(large x-value) and have a long pregnancy (large y-value). So
the elephant is an outlier in the distribution of both the
lifespan and the pregnancy variables. But this data point
follows the positive direction of the data and fits the linear
pattern. With respect to the form and direction of the
relationship between the variables, this point is not an
outlier.

Notice that the variation in pregnancy length is larger for
animals that live longer. For example, animals that live 5
years have pregnancies that range from about 30 days to
120 days. The short, red vertical line on the left illustrates
this range. Animals that live 12 years have pregnancies that
vary more, ranging from about 60 days to over 400 days.
The longer red vertical line on the right illustrates this
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range. So the relationship is stronger for animals with
shorter lifespans.

Example

Fuel Usage

When you drive a car, what is the relationship between
the speed you drive and the amount of gas the car uses? In
this study, engineers measured the amount of fuel (in liters)
used to drive 100 kilometers. They made these fuel
measurements for a car driving at a fixed speed (in
kilometers per hour). They then made fuel measurements
for different fixed speeds.
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=66

Comment

In Summarizing Data Graphically and Numerically, we developed a
method for identifying outliers in a distribution of one quantitative
variable. The method was the 1.5 * IQR rule. In a scatterplot, you
can use this rule to determine if the x-value of a point is an outlier
with respect to the x-values in data. Similarly, you can use this rule
to determine if a y-value of a point is an outlier with respect to the
y-values in the data. However, this rule does not help us identify a
point that deviates from the overall pattern in the data.

Is there a method to identify outliers that deviate from the overall
pattern in a scatterplot? The answer is yes, but we do not discuss
these techniques in this course. For now, just look at the scatterplot
and see if a point deviates from the overall pattern. In other words,
see if the point deviates from the direction and form of the data.
We will see later that this type of outlier can influence measures of
center and spread for two quantitative variables.
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49. Scatterplots (5 of 5)

Learning Objectives

e Use a scatterplot to display the relationship
between two quantitative variables. Describe the
overall pattern (form, direction, and strength) and
striking deviations from the pattern.

Labeling Groups in a Scatterplot

If we graph data from two or more groups in a scatterplot, the
relationship between the two quantitative variables can be hidden
or unclear. We can use a categorical variable to label groups within
the scatterplot, then look for patterns within each group. The
relationship may be clearer within each group.
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Example

Hot Dogs

A study was conducted by a concerned health group in
which 54 major hot dog brands were examined. Using this
data, we explore the relationship between sodium content
and calories. We begin by making a scatterplot with data
from the three types of hot dogs: beef, poultry, and meat
(meat is a combination of pork, beef, and poultry).
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A YouTube element has been excluded from this version

of the text. You can view it online here:
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https: /library.achievingthedream.or:

herkimerstatisticssocsci/?2p=67

Let’s Summarize

* The relationship between two quantitative variables is visually
displayed using the scatterplot, where each point represents
an individual. We always plot the explanatory variable on the
horizontal x-axis and the response variable on the vertical y-
axis.

* When we explore a relationship using the scatterplot, we
should describe the overall pattern of the relationship and any
deviations from that pattern. To describe the overall pattern,
consider the direction, form, and strength of the relationship.
Assessing the strength just by looking at the scatterplot can be
problematic; using a numerical measure to determine strength
is discussed later in this course.

* Adding labels to the scatterplot that indicate different groups
or categories within the data might help us gain more insight
about the relationship we are exploring.

Scatterplots (5 of 5) | 247


https://library.achievingthedream.org/herkimerstatisticssocsci/?p=67#pb-interactive-content
https://library.achievingthedream.org/herkimerstatisticssocsci/?p=67#pb-interactive-content

50. Introduction: Linear

Relationships

What you'll learn to do: Use a correlation
coefficient to describe the direction and strength
of a linear relationship. Recognize its limitations
as a measure of the relationship between two
quantitative variables.

LEARNING OBJECTIVES

*  Use a correlation coefficient to describe the
direction and strength of a linear relationship.
Recognize its limitations as a measure of the
relationship between two quantitative variables.
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s1. Linear Relationships (1 of
4)

Learning Objectives

e Use a scatterplot to display the relationship
between two quantitative variables. Describe the
overall pattern (form, direction, and strength) and
striking deviations from the pattern.

Introduction

So far, we have visualized relationships between two quantitative
variables using scatterplots. We have also described the overall
pattern of a relationship by considering its direction, form, and
strength. We noted that it is difficult to assess the strength of a
relationship just by looking at the scatterplot. In this section, we
develop a numerical measure to assess the strength.

We focus only on relationships that have a linear form. Linear
forms are quite common and relatively simple to detect. More
important, we have a numerical measure that can assess the
strength of the linear relationship. We use this measure along with
the scatterplot to describe the linear relationship between two
quantitative variables.

Even though we now focus only on linear relationships, remember
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that not every relationship between two quantitative variables has a
linear form. We have already seen several examples of relationships
that are not linear. However, the measure of strength that we are
about to study can be used only with linear relationships. If we use
this measure with nonlinear relationships, we will draw incorrect
conclusions about the relationship between the variables.
Let's start with an example. Consider the following two
scatterplots.
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We can see that in both cases, the direction of the relationship is
positive and the form of the relationship is linear. What about the
strength? Recall that the strength of a relationship is a description
of how closely the data follow its form.

Learn By Doi ng

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=69

The scale used in a scatterplot can sometimes affect our assessment
of strength, so we need to develop a measure for the strength of a
linear relationship between two quantitative variables.
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52. Linear Relationships (2 of
4)

Learning Objectives

*  Use a correlation coefficient to describe the
direction and strength of a linear relationship.
Recognize its limitations as a measure of the
relationship between two quantitative variables.

The Correlation Coefficient (r)

The numerical measure that assesses the strength of a linear
relationship is called the correlation coefficient and is denoted by
r. In this section, we

* definer.

* discuss the calculation of r.

 explain how to interpret the value of r.
* talk about some of the properties of r.

Correlation coefficient (r)
(Definition)

The correlation coefficient (r) is a numeric measure that
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measures the strength and direction of a linear relationship
between two quantitative variables.
Calculation: r is calculated using the following formula:

() (%)

n—1

where n is the sample size; x is a data value for the explanatory
variable; ¢ is the mean of the x-values; S is the standard deviation
of the x-values; similarly, for the terms involving y. To calculate r, the

T— T y—
term is calculated for each individual.
Sy Sy

These terms are added together, then the sum is divided by (n-1).

However, the calculation of r is not the focus of this course. We
use a statistics package to calculate the correlation coefficient for
us, and the emphasis of this course is on the interpretation of r’s
value.

Interpretation

Once we obtain the value of r, its interpretation with respect to the
strength of linear relationships is quite simple, as this walkthrough
illustrates:
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Negative relationship Positive relationship
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A YouTube element has been excluded from this version of the

text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=70

Use the simulation below to investigate how the value of 7 relates
to the direction and strength of the relationship between the two
variables in the scatterplot.

In the simulation, use the slider bar at the top of the simulation
to change the value of the correlation coefficient (r) between -1 and
1. Observe the effect on the scatterplot. Click on the “Switch Sign”
button to jump between positive and negative relationships of the
same strength.

Click here to open this simulation in its own window.
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@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=70

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=70

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?2p=70
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?2p=70

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=70

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=70
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@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?2p=70
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53. Linear Relationships (3 of
4)

Learning Objectives

*  Use a correlation coefficient to describe the
direction and strength of a linear relationship.
Recognize its limitations as a measure of the
relationship between two quantitative variables.

Now we interpret the value of r in the context of some familiar

examples.

Example

Highway Sign

In a previous example, we looked at this scatterplot to
investigate the relationship between the age of a driver and
the maximum distance at which the driver can read a
highway sign. Because the form of the relationship is linear,
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Example

Biology Courses

A biology department is interested in tracking the
progress of its students from entry until graduation. As part
of the study, the department tabulates the performance of
10 students in an introductory course and later in an
upper-level course required for graduation. What is the
relationship between the students’ course grades in the two
courses? Here are two scatterplots of the same data.
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Both scatterplots show a relationship that is positive in
direction and linear in form. The strength appears different
in the two scatterplots because of the difference in scales.
This illustrates why we support our visual assessment of
strength with a measurement of strength. We can use the
correlation coefficient as a measure of the strength of the
linear relationship. The correlation coefficient is r = 0.91,
which is close to 1. The correlation coefficient confirms
that the linear relationship is very strong.
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Comment

Note that in both examples, we supplemented the scatterplot with
the correlation (r). Now that we have the correlation, why do we
still need to look at a scatterplot when examining the relationship
between two quantitative variables?

The correlation coefficient can be interpreted only as the measure
of the strength of a linear relationship, so we need the scatterplot
to verify that the relationship indeed looks linear. This point and its
importance will be clearer after we examine a few properties of r.
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54. Linear Relationships (4 of
4)

Learning Objectives

*  Use a correlation coefficient to describe the
direction and strength of a linear relationship.
Recognize its limitations as a measure of the
relationship between two quantitative variables.

Properties of r

We now discuss and illustrate several important properties of the
correlation coefficient as a numeric measure of the strength of a
linear relationship.

1. The correlation does not change when the units of
measurement of either one of the variables change. In other words,
if we change the units of measurement of the explanatory variable
and/or the response variable, it has no effect on the correlation ().

To illustrate, compare the two versions of the scatterplot of the
relationship between the age of a driver and the maximum distance
for reading a highway sign.
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The top scatterplot displays the original data where the maximum
distances are measured in feet. The bottom scatterplot displays
the same relationship, but with maximum distances changed to
meters. Notice that the y-values have changed, but the correlations
are the same. This example illustrates that a change in units does
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not change r. This is true even if we change the units on both
variables. It makes sense because a change in units does not change
the pattern in the data. The direction, form, and strength of the
relationship remain the same. Since r measures direction and
strength of a linear relationship, the value of r remains the same.

2. The correlation measures only the strength of a linear
relationship between two variables. It ignores any other type of
relationship, no matter how strong it is. For example, consider the
relationship between the average fuel usage of driving a fixed
distance in a car and the speed at which the car drives:
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The data have a smooth curvilinear form. The relationship is very
strong because the data follow the curve perfectly.

Notice that the correlation r = -0.172 indicates a weak linear
relationship. This makes sense because the data does not closely
follow a linear form. So the correlation coefficient only gives
information about the strength of a linear relationship. It does not
give reliable information about the strength of a curvilinear
relationship.
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This example illustrates that the correlation coefficient is useless
as a measure of strength if the relationship is not linear. It also
illustrates an important rule: Always make a scatterplot of the data
before calculating and interpreting the meaning of r.

Why should we make a scatterplot first? If we did not look at
the scatterplot, but looked only at r, what mistake might we make?
We might conclude that the relationship between the variables is
weak (or that there is no relationship) because r is close to zero. But
this conclusion is wrong. We have misinterpreted “r close to 0” as
an indicator of a weak relationship or no relationship rather than
a weak linear relationship or no linear relationship. We can easily
avoid this misinterpretation of r by looking at the scatterplot.

Let’'s summarize. If r is close to zero, it means that the data has
a very weak linear relationship or no linear relationship. When r is
close to zero, it is possible that the data has a strong curvilinear
relationship (as we saw in this example). To avoid errors, we must
look at the form of the data in the scatterplot before we calculate
and interpret . If the form is not linear, do not use r.

3. The correlation by itself is not enough to determine whether
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a relationship is linear. To see this, let’s look at a situation with an
r-value that is close to 1 but a relationship that is not linear. Recall
the study in which participants were paid to complete a survey.
The study examined the relationship between the amount of the
monetary incentive and the percentage of the sample who returned
the survey.
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The variables have a strong curvilinear relationship, yet the
correlation is r = 0.876, quite close to 1.

Reviewing the last two examples, we see that strong curvilinear
relationships can have a correlation close to O or close to 1. So the
correlation alone does not tell us whether a relationship is linear.
We must look at a scatterplot of the data.

Always look at the data!
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=72

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/2p=72

4. The correlation is heavily influenced by outliers. As you will learn
in the next two activities, the way the outlier influences the
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correlation depends on whether or not the outlier is consistent with
the pattern of the linear relationship.

Using the simulation below, let’s explore how an outlier affects the
correlation.

Click here to open this simulation in its own window.

@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=72

To see how an outlier affects the correlation, do the following:

1. Fill the scatterplot with a hypothetical positive linear
relationship between X and Y (by clicking on the graph about a
dozen times starting at the lower left and going up diagonally
to the top right). Pay attention to the correlation coefficient
calculated at the top left of the simulation. (Clicking on the
garbage can lets you start over.)

2. Once you are satisfied with your hypothetical data, create an
outlier by clicking on one of the data points in the upper right
of the graph and dragging it down along the right side of the
graph. Again, pay attention to what happens to the value of the
correlation.

What did this activity illustrate? This activity illustrates that the
correlation decreases when the outlier deviates from the pattern of
the relationship. By dragging a data point from the upper right to
the lower right, you created an outlier that does not fit the positive
association in the rest of the data. This decreases the strength of the
linear relationship and causes a decrease in 7.
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In the next activity, you will see how the correlation increases
when the outlier is consistent with the direction of the linear
relationship.

Let’s Summarize

» A special case of the relationship between two quantitative
variables is the linear relationship in which a straight line
simply and adequately summarizes the relationship.

* When the scatterplot displays a linear relationship, we
supplement it with the correlation coefficient (r), which
measures the strength and direction of a linear relationship
between two quantitative variables. The correlation ranges
between -1 and 1. Values near -1 indicate a strong negative
linear relationship, values near 0 indicate a weak linear
relationship, and values near 1 indicate a strong positive linear
relationship.

* The correlation is an appropriate numerical measure only for
linear relationships and is sensitive to outliers. Therefore, the
correlation should be used only as a supplement to a
scatterplot (after we look at the data).
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55- Introduction: Association
vs Causation

What you'll learn to do: Distinguish between
association and causation. Identify lurking
variables that may explain an observed
relationship.

LEARNING OBJECTIVES

»  Distinguish between association and causation.
Identify lurking variables that may explain an
observed relationship.
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56. Causation and Lurking
Variables (1 of 2)

Learning Objectives

»  Distinguish between association and causation.
Identify lurking variables that may explain an
observed relationship.

Introduction

A common mistake people make when describing the relationship
between two quantitative variables is that they confuse association
and causation. This mistake is so common that we devote this entire
section to clarifying the difference.

This confusion often occurs when there is a strong relationship
between the two quantitative variables. In the case of a linear
relationship, people mistakenly interpret an r-value that is close to
1 or -1 as evidence that the explanatory variable causes changes in
the response variable. In this case, the correct interpretation is that
there is a statistical relationship between the variables, not a causal
link. In other words, the explanatory variable and the response
variable vary together in a predictable way. There is an association
between the variables. But this should not be interpreted as a cause-
and-effect relationship.

Causation and Lurking Variables (1 of
2) | 27



Let’s look at an example.

Example

Fire Damage

The scatterplot below shows the relationship between
the number of firefighters sent to fires (x) and the amount
of damage caused by fires (y) in a certain city.
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The scatterplot shows a positive association with a
somewhat strong curvilinear form. An increase in the
number of firefighters is associated with an increase in the
damage done by the fire.

Can we conclude that the increase in firefighters causes
the increase in damage? Of course not.
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A third variable is at play in the background - the
seriousness of the fire — and is responsible for the observed
relationship. More serious fires require more firefighters
and also result in more damage.

The following figure will help you visualize this situation:

lurking variable

Serinusness
of the fire

Mumber of
firefighters ()

Armount of
damange )

ohsered
association

The seriousness of the fire is a lurking variable. A lurking
variable is a variable that is not measured in the study. It is
a third variable that is neither the explanatory nor the
response variable, but it affects your interpretation of the
relationship between the explanatory and response
variables.

In our example, the lurking variable has an effect on both the
explanatory and the response variables. This common effect creates
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the observed association between the explanatory and response
variables even though there is no cause-and-effect link between

them.

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=74

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/2p=74
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57. Causation and Lurking
Variables (2 of 2)

Learning Objectives

»  Distinguish between association and causation.
Identify lurking variables that may explain an
observed relationship.

In the next example, we investigate a subtle point about the
confusion between association and causation. In this example, a
cause-and-effect connection is logical but not justified by an
observed association in a single study.

Example

Smoking and Lung Cancer

In this data, x = cigarette consumption per capita in the
United States, and y = lung cancers per 100,000. To
investigate the connection between cigarette consumption
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X (per_capita)
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conduct a randomized comparative experiment to establish
this cause-and-effect relationship? Of course not. We
cannot randomly assign people to smoke or not smoke. All
of the studies linking smoking with cancer are
observational studies. Alone, each study can show only an
association.

So is it possible to draw a causal link between cigarette
consumption and cancer rates? The answer is yes, well sort
of. In practice, researchers use criteria such as the
following to provide evidence of a causal connection from
observational studies:

e There is a reasonable explanation for how one
variable might cause the other.

*  The association is seen in repeated studies under
varying conditions.

*  The effects of potential lurking variables are ruled
out when we look across studies.

The point of the previous example is again that association does not
imply causation. But researchers can use an observed association as
the first step in building a case for causation.

This point is subtle but important. When experiments cannot
be conducted, it can be difficult and controversial to explain an
observed association between two variables. Many of the current
disputes involving data and statistics involve questions of causation
that we cannot investigate through an experiment. Does the death
penalty reduce violent crime? Does cell phone use cause brain
tumors? Does pollution cause global warming? All of these
questions imply a cause-and-effect relationship in situations that
are complex and involve many interacting variables. In these
situations, a single observational study cannot establish a causal
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link between two variables. But researchers can use the observed
association as a first step in building a case for causation.

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?2p=75

Let’s Summarize

* The relationship between two quantitative variables is visually
displayed using the scatterplot, where each point represents an
individual. We always plot the explanatory variable on the
horizontal axis and the response variable on the vertical axis.

* When we explore a relationship using the scatterplot, we
should describe the overall pattern of the relationship and any
deviations from that pattern. To describe the overall pattern,
consider the direction, form, and strength of the relationship.

* Adding labels to the scatterplot that indicate different groups
or categories within the data might help us gain more insight
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about the relationship we are exploring.

* A special case of the relationship between two quantitative
variables is the linear relationship. In this case, a straight line
simply and adequately summarizes the relationship.

* When the scatterplot displays a linear relationship, we
supplement it with the correlation coefficient (r), which
measures the strength and the direction of a linear relationship
between two quantitative variables. The correlation ranges
between -1 and 1. Values near -1 indicate a strong negative
linear relationship. Values near 0 can indicate a weak or no
linear relationship. Values near 1 indicate a strong positive
linear relationship. Remember, we use the correlation
coefficient only after we have looked at the data and observed
that there is a linear relationship. If you have no information
about what the data actually looks like, then you should not
use the correlation coefficient in your analysis.

* The correlation is an appropriate numerical measure only for
linear relationships, and it is sensitive to outliers. Therefore,
the correlation should be used only as a supplement to a
scatterplot (after we look at the data).

* A lurking variable is a variable that is not measured in the
study. It is a third variable that is neither the explanatory nor
the response variable, but it affects your interpretation of the
relationship between the explanatory and response variable.

* Association does not imply causation. Do not interpret a high
correlation between explanatory and response variables as a
cause-and-effect relationship.

* An observational study alone cannot establish a causal
connection between explanatory and response variables. To
establish a cause-and-effect relationship, researchers must
conduct a comparative randomized experiment. In reality, it is
often impossible to conduct an experiment. So observational
studies that show an association between two variables can be
used as a first step in building a case for causation.
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58. Introduction: Linear
Re gression

What you'll learn to do: For a linear relationship,
use the least squares regression line to model the
pattern in the data and to make predictions.

LEARNING OBJECTIVES

e  For alinear relationship, use the least squares
regression line to model the pattern in the data and

to make predictions.
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59. Linear Regression (1 of 4)

Learning Objectives

e  For alinear relationship, use the least squares
regression line to model the pattern in the data and
to make predictions.

So far we have used a scatterplot to describe the relationship
between two quantitative variables. We described the pattern in
the data by describing the direction, form, and strength of the
relationship. We then focused on linear relationships. When the
relationship is linear, we used correlation (r) as a measure of the
direction and strength of the linear relationship.

Our focus on linear relationships continues here. We will

* use lines to make predictions.

* identify situations in which predictions can be misleading.

* develop a measurement for identifying the best line to
summarize the data.

» use technology to find the best line.

* interpret the parts of the equation of a line to make our
summary of the data more precise.
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Making Predictions

Earlier, we examined the linear relationship between the age of a
driver and the maximum distance at which the driver can read a
highway sign. Suppose we want to predict the maximum distance
that a 60-year-old driver can read a highway sign. In the original
data set, we do not have a 60-year-old driver.

How could we make a prediction using the linear pattern in the
data?

Here again is the scatterplot of driver ages and maximum reading
distances . (Note: Sign Legibility Distance = Max distance to read
sign.) We marked 60 on the x-axis.
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Of course, different 60-year-olds will have different maximum
reading distances . We expect variability among individuals. But
here our goal is to make a single prediction that follows the general
pattern in the data. Our first step is to model the pattern in the data
with a line. In the scatterplot, you see a red line that follows the
pattern in the data.
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To use this line to make a prediction, we find the point on the line
with an x-value of 60. Simply trace from 60 directly up to the line.
We use the y-value of this point as the predicted maximum reading
distance for a 60-year-old. Trace from this point across to the y-
axis.
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We predict that 60-year-old drivers can see the sign from a
maximum distance of just under 400 feet.

We can also use the equation for the line to make a prediction.
The equation for the red line is

Predicted distance = 576 — 3 * Age

To predict the maximum distance for a 60-year-old, substitute
Age = 60 into the equation.

Predicted distance = 576 - 3 * (60) = 396 feet

Shortly, we develop a measurement for identifying the best line to
summarize the data. We then use technology to find the equation of
this line. Later, in “Assessing the Fit of a Line,” we develop a method
to measure the accuracy of the predictions from this “best” line. For
now, just focus on how to use the line to make predictions.
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=77

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/2p=77

Before we leave the idea of prediction, we end with the following
cautionary note:

Avoid making predictions outside the range of the data.

Prediction for values of the explanatory variable that fall outside
the range of the data is called extrapolation. These predictions are
unreliable because we do not know if the pattern observed in the
data continues outside the range of the data. Here is an example.
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Example

Cricket Thermometers

Crickets chirp at a faster rate when the weather is warm.
The scatterplot shows data presented in a 1995 issue of
Outside magazine. Chirp rate is the number of chirps in 13
seconds. The temperature is in degrees Fahrenheit.
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There is a strong relationship between chirp rate and
temperature when the chirp rate is between about 18 and
45. What form does the data have? This is harder to
determine. A line appears to summarize the data well, but
we also see a curvilinear form, particularly when we pay
attention to the first and last data points.
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=77

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/2p=77
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60. Linear Regression (2 of 4)

Learning Objectives

e  For alinear relationship, use the least squares
regression line to model the pattern in the data and
to make predictions.

We continue our discussion of linear relationships with a focus on
how to find the best line to summarize a linear pattern in data.
Specifically, we do the following:

* Develop a measurement for identifying the best line to
summarize the data.
» Use technology to find the best line.

Let’s begin with a simple data set with only five data points.

Which line appears to be a better summary of the linear pattern
in the data?
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y=436 +03x y=547 +035x

Let's make some observations about how these lines relate to the
data points.

The line on the left passes through two of the five points. The
point (12, 7) is very close to the line. The points (8, 13) and (17, 14) are
relatively far from the line.

The line on the right does not pass through any of the points. It
appears to pass through the middle of the distribution of the data.
The points (8, 13) and (17, 14) are closer to this line than to the line on
the left. But the other data points are farther from this line.

Which line is the best summary of the positive linear association
we see in the data? Well, we may not agree on this, so we need a
measurement of “best fit”

Here’s the basic idea: The closer the line is to all of the data points,
the better the line summarizes the pattern in the data. Notice when
the line is close to the data points, it gives better predictions. A good
prediction means the predicted y-value from the line is close to the
actual y-value for the data point.

Here are the scatterplots again. For each data point, we drew
a vertical line segment from the point to the summary line. The
length of each vertical line segment is the amount that the predicted
y-value deviates from the actual y-value for that data point. We
think of this as the error in the prediction. We want to adjust the line
until the overall error for all points together is as small as possible.
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25¢ 5
20} 20}
15+ 15F
10% 10+

_,,i' —

—; 5 10 15 20 25 3h 33 -5 5 0 15 20 25 30 35
_5F -3r

The most common measurement of overall error is the sum of the
squares of the errors, or SSE (sum of squared errors). The line with
the smallest SSE is called the least-squares regression line. We call
this line the “line of best fit”

Here are the scatterplots again. As before, each vertical line
represents the error in a prediction. For each data point, the
squared error is equal to the area of a yellow square. The least-
squares regression line is the line with the smallest SSE, which
means it has the smallest total yellow area.

y=436 +03x v=547 +035x
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20t 20
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Using the least-squares measurement, the line on the right is the
better fit. It has a smaller sum of squared errors. When we compare
the sum of the areas of the yellow squares, the line on the left has
an SSE of 57.8. The line on the right has a smaller SSE of 43.9.

But is the line on the right the best fit? The answer is no. The line
of best fit is the line that has the smallest sum of squared errors
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(SSE). For this data set, the line with the smallest SSE is y = 6.72
+0.26x. The SSE is 41.79.

Now you try it with a new data set. Use the following simulation
to adjust the line. See if you can find the least-squares regression
line. (Try to find the line that makes the SSE as small as possible.)

Click here to open this simulation in its own window.

@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=78

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=78
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61. Linear Regression (3 of 4)

Learning Objectives

e  For alinear relationship, use the least squares
regression line to model the pattern in the data and
to make predictions.

Let’s quickly revisit the list of our data analysis tools for working
with linear relationships:

» Use a scatterplot and r to describe direction and strength of
the linear relationship.

* Find the equation of the least-squares regression line to
summarize the relationship.

* Use the equation and the graph of the least-squares line to
make predictions.

* Avoid extrapolation when making predictions.

Now we focus on the equation of a line in more detail. Our goal
is to understand what the numbers in the equation tell us about
the relationship between the explanatory variable and the response
variable.

Here are some of the equations of lines that we have used in our
discussion of linear relationships:

Predicted distance = 576 — 3 * Age
Predicted height = 39 + 2.7 * forearm length
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Predicted monthly car insurance premium = 97 - 1.45 * years of
driving experience

Notice that the form of the equations is the same. In general, each
equation has the form

Predictedy=a+b *x

When we find the least-squares regression line, a and b are
determined by the data. The values of a and b do not change, so we
refer to them as constants.

In the equation of the line, the constant a is the prediction when
x = 0. It is called initial value. In a graph of the line, a is the
y-intercept.

In the equation of the line, the constant b is the rate of change,
called the slope. In a graph of the least-squares line, b describes
how the predictions change when x increases by one unit. More
specifically, b describes the average change in the response variable
when the explanatory variable increases by one unit.

We can write the equation of the line to reflect the meaning of a
and b:

Predictedy=a+b *x
Predicted y-value = (initial value) + (rate of change)*x
Predicted y-value = (y-intercept) + (slope)*x
The constants a and b are shown in the graph of the line below.
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Algebra review

The algebra of a line

The general form for the equation of alineis Y =a +
bX. The constants “a” and “b” can be either positive or
negative. The constant “a” is the y-intercept where the
line crosses the y-axis. The constant “b” is the slope. It
describes the steepness of the line. In algebra we
describe the slope as “rise over run”. The slope is the
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amount that Y increases (or decreases) for each 1-unit
increase in X.

4

b (slope)

l_Y_l

1 unit

a (intercept)

T T T T
0 1 2 3 4 5 ]

EXAMPLE

1
Consider theline Y = 1 4 §){ The

intercept is 1. The slope is 1/3, and the graph of
this line is, therefore:
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EXAMPLE

1
Consider theline Y — 1 — — X. The
3

intercept is 1. The slope is -1/3, and the graph of
this line is, therefore:
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The simulation below allows you to see how changing
the values of the slope and y-intercept changes the line.
The slider on the left controls the y-intercept, a. The
slider on the right controls the slope, b.

Use the simulation to draw the following lines:

Y=3+0.67X
Y =5 - X (which can also be written Y = 5 - 1.0X)
Y = 2X (which can also be written Y = 0 + 2X)
Y=5-2X

a An interactive or media element has been
excluded from this version of the text. You
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can view it online here:
https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=79

Use the following graphs in the next activity to investigate the
equation of lines.
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=79

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?2p=79

Interpreting the Slope and Intercept

The constants in the equation of a line give us important
information about the relationship between the predictions and x.
In the next examples, we focus on how to interpret the meaning of
the constants in the context of data.
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Example

Highway Sign Visibility Data

Recall that from a data set of 30 drivers, we see a strong
negative linear relationship between the age of a driver (x)
and the maximum distance (in feet) at which a driver can
read a highway sign. The least-squares regression line is

Predicted y-value = (starting value) + (rate of change)*x
Predicted distance = 576 - 3 * Age
Predicted distance = 576 + (-3 * Age)

The value of b is -3. This means that a 1-year increase in
age corresponds to a predicted 3-foot decrease in
maximum distance at which a driver can read a sign.
Another way to say this is that there is an average decrease
of 3 feet in predicted sign visibility distance when we
compare drivers of age x to drivers of age x + 1.

The 576 is the predicted value when x = 0. Obviously, it
does not make sense to predict a maximum sign visibility
distance for a driver who is O years old. This is an example
of extrapolating outside the range of the data. But the
starting value is an important part of the least-squares
equation for predicting distances based on age.

The equation tells us that to predict the maximum
visibility distance for a driver, start with a distance of 576
feet and subtract 3 feet for every year of the driver’s age.
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Example

Body Measurements

In the body measurement data collected from 21 female
community college students, we found a strong positive
correlation between forearm length and height. The least-
squares regression line is

Predicted height = 39 + 2.7 * forearm length

The value of b is 2.7. This means that a 1-inch increase in
forearm length corresponds to a predicted 2.7-inch
increase in height. Another way to say this is that there is
an average increase of 2.7-inches in predicted height when
we compare women with forearm length of x to women
with forearm length of x + 1.

The 39 is the predicted value when x = 0. Obviously, it
does not make sense to predict the height of a woman with
a 0-inch forearm length. This is another example of
extrapolating outside the range of the data. But 39 inches is
the starting value in the least-squares equation for
predicting height based on forearm length.

The equation tells us that to predict the height of a
woman, start with 39 inches and add 2.7 inches for every
inch of forearm length.

In the graph below, we see the slope b represented by a
triangle. An 8-inch increase in foreman length corresponds
to a 21.6-inch increase in predicted height. b = 21.6 / 8 = 2.7.
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An arrow points to the starting value a = 39. This is the
point with x = 0.
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Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/2p=79
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62. Linear Regression (4 of 4)

Learning Objectives

e  For alinear relationship, use the least squares
regression line to model the pattern in the data and
to make predictions.

In the previous activity we used technology to find the least-
squares regression line from the data values.

We can also find the equation for the least-squares regression line
from summary statistics for x and y and the correlation.

If we know the mean and standard deviation for x and vy, along
with the correlation (r), we can calculate the slope b and the starting
value a with the following formulas:

b— T Sy

anda =y —bZx
Sz
As before, the equation of the linear regression line is
Predictedy=a+b *x

Example: Highway Sign Visibility

We will now find the equation of the least-squares
regression line using the output from a statistics package.
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> sumnary (data)

bioge Distance
Min. HER= Min. 1280
1st Du.:21.5 1st Qu.:52.8
Median :54 Median :420
Mean 151 Mean 1423
Frd Qu.:71.3 Frd Qu.:467.5
Max 152 Max 590

» cor (datadlge, dataibistance)
[1] -0.793

*  The slope of the line is

82.8
b=(-0.793) * ( o1
e The intercept of the line is a = 423 - (-3 * 51) = 576
and therefore the least-squares regression line for
this example is Predicted distance = 576 + (-3 * Age),
which can also be written as Predicted distance = 576
-3 *Age

= -3

Learn By Doin g

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:
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Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.ot

herkimerstatisticssocsci/2p=80

Now you know how to calculate the least-squares regression line
from the correlation and the mean and standard deviation of x and
y. But what do these formulas tell us about the least-squares line?

We know that the intercept a is the predicted value when x = 0.

The formula @ :g —b- T tells us that the we can find the
intercept using the point: (g, ).

This is interesting because it says that every least-squares
regression line contains this point. In other words, the least-squares
regression line goes through the mean of x and the mean of y.
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We also know that the slope of the least-squares regression line is
the average change in the predicted response when the explanatory
variable increases by 1 unit.

The slope formula
T- Sy

Sz

tells us that the slope is related to the correlation in this way:
when x increases an x standard deviation, the predicted y-value
does not change by a y standard deviation. Instead, the predicted
y-value changes by less than a y standard deviation. The change is a
fraction of a y standard deviation, and that fraction is r. Another way
to say this is that when x increases by a standard deviation in x, the
average change in the predicted response is a fractional change of r
standard deviations in y.

It is not surprising that slope and correlation are connected. We
already know that when a linear relationship is positive, the
correlation and the slope are positive. Similarly, when a linear
relationship is negative, the correlation and slope are both negative.
But now we understand this connection more precisely.

Let’s Summarize

* The line that best summarizes a linear relationship is the least-
squares regression line. The least-squares line is the best fit
for the data because it gives the best predictions with the least
amount of overall error. The most common measurement of
overall error is the sum of the squares of the errors (SSE). The
least-squares line is the line with the smallest SSE.

* We use the least-squares regression line to predict the value of
the response variable from a value of the explanatory variable.

* Prediction for values of the explanatory variable that fall
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outside the range of the data is called extrapolation. These
predictions are unreliable because we do not know if the
pattern observed in the data continues outside the range of
the data. Avoid making predictions outside the range of the
data.

* The slope of the least-squares regression line is the average
change in the predicted values of the response variable when
the explanatory variable increases by 1 unit.

* We have two methods for finding the equation of the least-
squares regression line:

Predictedy=a+b *x
Method 1: We use technology to find the equation of the least-
squares regression line:
Predictedy=a+b *x
Method 2: We use summary statistics for x and y and the
correlation. In this method we can calculate the slope b and the
y-intercept a using the following:

Formula does not parse
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63. Introduction: Assessing
the Fit of a Line

What you'll learn to do: Use residuals, standard
error, and r” to assess the fit of a linear model.

LEARNING OBJECTIVES

. Use residuals, standard error, and 1 to assess the
fit of a linear model.
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64. Assessing the Fit of a Line
(1 of 4)

Learning Objectives

. Use residuals, standard error, and % to assess the
fit of a linear model.

Introduction

Let’s take a moment to summarize what we have done up to this
point in Examining Relationships: Quantitative Data. Our goal from
the beginning was to examine the relationship between two
quantitative variables. We started by looking at scatterplots to see
if we could see any pattern between the explanatory and response
variables. We focused early in the course on identifying those cases
that were linear in form. At the same time, we assessed how strong
the linear relationship was on the basis of visual inspection. As is our
usual strategy, we turned from graphs to numeric measures, and in
particular, we developed the correlation coefficient, r, as a measure
of the strength of the linear relationship we observed in the graph.
Once we established that there was a linear relationship between
explanatory and response variables, the next step was to find a line
that fit the data: the best-fit line. Here we used the least-squares
method to find the regression line. Finally, we used the equation of

Assessing the Fit of a Line (1 of
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the regression line to predict the value of the response variable for
a given value of the explanatory variable.

How Good Is the Best-Fit Line?

Now that we have a mathematical model (the least-squares
regression line) that we can use to make predictions, we want to
know: How good are these predictions, and how can we measure the
error in a prediction?

Example

Highway Sign Visibility

Let’s begin our investigation by predicting the maximum
distance that an 18-year-old driver can read a highway sign
and then determining the error in our prediction.

We use the regression line equation:
Distance = 576 + (-3 * Age)
To predict the distance for an 18-year-old driver, we plug
Age =18 into the equation.
Predicted distance = 576 + (=3 * 18) = 522

Our prediction is that 522 feet is the maximum distance
at which an 18-year-old driver can read a highway sign.
Now let’s compare our prediction to the actual data for the
18-year-old driver: (18, 510).
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The error in our prediction is 510 - 522 = -12.

This tells us that the actual distance for the 18-year-old
driver is 12 feet closer than the prediction. In other words,
our prediction is too large. It overestimates the actual
distance by 12 feet.

So in general, we have Observed data value - Predicted value =
Error.

If we use (x, y) to represent a typical data point and y to represent
the predicted value (obtained by using the regression equation),
then we have

observedy — predictedy = error

y — ¥ = error

Learn By Doing

Using this table showing “observed” and “predicted”
distances for some drivers, find the following:

Age Distance Digtance Etror
{observed) (predicted) observed - predicted
Drver1 | 13 510 S76+(-3)(15) = 522 12
Driverz | 32 410 576+(-3)(32) = 480 70
Driver3 | 35 420 576+(-3)(35) =411 9
Driver 30 82 360

https: //assessments.lumenlearning.com/assessments,/
3497
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=82

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=82

Now let’s look at the error from a different perspective. We can
think of the error as a way to adjust the prediction to match the data
value.

From this point of view, we rewrite Y — y — E€ITOor as

y = ¥+ error.

This last equation says that the observed value is the predicted
value plus the error. In other words, we can think of the error as the
amount that we have to add to the prediction to get the observed
value. From this point of view, the error can be thought of as a
correction term. If the error is positive, it means the prediction is
too small (the prediction underestimates the actual y-value). If the
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error is negative, it means the prediction is too large (the prediction
overestimates the actual y-value).

The prediction error is also called a residual. So another way to
express the previous equation is

y = ¥V + residual

In our next example, we look at prediction error from this point of
view.

Example

Biology Courses

A biology department tracks the progress of students in
its program. Grades in the introductory biology course
have a strong linear relationship with grades in the upper-
level biology courses (r = 0.91).

The least-squares regression equation is

Upper course grade = -8.9 + (1.05 * Intro course grade)

[Seatter Piof 5|

_Biglagy Courses Into U
) gade gade
0 Sudert 1 5] 38
25 ° Biudent 2 71 63
0 Studert 3 72 7
75 ] Studert 4 7 7
70 ° Studest 3 75 63
Studert & 33 72
65 0 . Student 7 33 34
0] Studert & 38 33
Studert § 94 e
65 70 75 20 25 20 95 Srodent 10 LT 03

intra_course_grade

Let’s look at the predicted upper course grade for a
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Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:
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herkimerstatisticssocsci/?p=82

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:
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a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?2p=82
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=82

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=82
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65. Assessing the Fit of a Line
(2 of 4)

Learning Objectives

. Use residuals, standard error, and % to assess the
fit of a linear model.

Introduction

Now we move from calculating the residual for an individual data
point to creating a graph of the residuals for all the data points. We
use residual plots to determine if the linear model fits the data well.

Residual Plots

The graph below shows a scatterplot and the regression line for
a set of 10 points. The blue points represent our original data set,
that is, our observed values. The red points, lying directly on the
regression line, are the predicted values.
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The vertical arrows from the predicted to observed values
represent the residuals. The up arrows correspond to positive
residuals, and the down arrows correspond to negative residuals.

Now consider the following pair of graphs. The top graph is a copy
of the graph we looked at above. In the graph below, we plotted the
values of the residuals on their own. (The explanatory variable is still
plotted on the horizontal axis, though it is not indicated this here.)
This is called a residual plot.
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In the residual plot, each point with a value greater than zero
corresponds to a data point in the original data set where the
observed value is greater than the predicted value. Similarly,
negative values correspond to data points where the observed value
is less than the predicted value.

What are we looking for in a residual plot?

We use residual plots to determine if a linear model is
appropriate. In particular, we look for any unexpected patterns in the
residuals that may suggest that the data is not linear in form.

To help us identify an unexpected pattern, we start by looking at
what we expect to see in a residual plot when the form is linear.
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Example

No Pattern in Residual Plot

Consider the pair of graphs below. Here we have a
scatterplot for a data set consisting of 400 observations.
The regression line is shown in the scatterplot. The residual
plot is below the scatterplot.
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linear model is really a good fit, we expect to see no pattern
in the residual plot.

Our general principle when looking at residual plots, then, is that a
residual plot with no pattern is good because it suggests that our
use of a linear model is appropriate.

However, we must be flexible in applying this principle because
what we see usually lies somewhere between the extremes of no
pattern and a clear pattern. Let’s look at some specific examples.

Example

Patterns in Residual Plots

At first glance, the scatterplot appears to show a strong
linear relationship. The correlation is r = 0.84. However,
when we examine the residual plot, we see a clear U-
shaped pattern. Looking back at the scatterplot, this
movement of the data points above, below and then above
the regression line is noticeable. The residual plot,
particularly when graphed at a finer scale, helps us to focus
on this deviation from linearity.
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Example

Patterns in Residual Plots 2

This scatterplot is based on datapoints that have a
correlation of r = 0.75. In the residual plot, we see that
residuals grow steadily larger in absolute value as we move
from left to right. In other words, as we move from left to
right, the observed values deviate more and more from the
predicted values. Again, we have chosen a smaller vertical
scale for the residual plot to help amplify the pattern to
make it easier to see.

Assessing the Fit of a Line (2 of 4) | 327



328 | Assessing the Fit of a Line (2 of 4)



Example

Highway Sign Visibility

Let’s return now to our original example and take a look
at what the residual plot tell us about the appropriateness
of applying a linear model to this data.
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use this linear model but condition the use of it on our
analysis of the residual plot.

Scatterplot | Scatterplot 11 Residual Plot A Residual Plot B

Scatterplot Il Scatterplot IV Residual Plot C  Residual Plot D
i ;:l it
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Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=83

Here again are four scatterplots with regression lines shown and

four corresponding residual plots.
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66. Assessing the Fit of a Line
(3 of 4)

Learning Objectives

. Use residuals, standard error, and % to assess the
fit of a linear model.

Introduction

Here we continue our discussion of the question, How good is the
best-fit line?

Let's summarize what we have done so far to address this
question. We began by looking at how the predictions from the
least-squares regression line compare to observed data. We defined
aresidual to be the amount of error in a prediction. Next, we created
residual plots. A residual plot with no pattern reassures us that our
linear model is a good summary of the data.

But how do we know if the explanatory variable we chose is really
the best predictor of the response variable?

The regression line does not take into account other variables
that might also be good predictors. So let’s investigate the question,
What proportion of the variation in the response variable does our
regression line explain?

We begin our investigation with a scatterplot of the daily high
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temperature (°F) in New York City from January 1 to June 1. We
have 4 years of data (2002, 2003, 2005, and 2006). The least-squares
regression line has the equation y = 36.29 + 0.25x, where x is the
number of days after January 1. Therefore, January 1 corresponds to
x =0, and June 1 corresponds to x = 151.

100¢
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60|
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Two things stand out as we look at this picture. First, we see a
clear, positive linear relationship tracked by the regression line. As
the days progress, there is an associated increase in temperature.
Second, we see a substantial scattering of points around the
regression line. We are looking at 4 years of data, and we see a lot
of variation in temperature, so the day of the year only partially
explains the increase in temperature. Other variables also influence
the temperature, but the line accounts only for the relationship
between the day of the year and temperature.

Now we ask the question, Given the natural variation in
temperature, what proportion of that variation does our linear model
explain?

The answer, which is surprisingly easy to calculate, is just the
square of the correlation coefficient.
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The value of r? is the proportion of the variation in the response
variable that is explained by the least-squares regression line.
In the present case, we have r = 073; therefore,

explained variation 9
=0.73“ = 0.53. And so we say

total variation
that our linear regression model explains 53% of the total variation

in the response variable. Consequently, 47% of the total variation

remains unexplained.

Example

Highway Sign Visibility

600 —

500 —

400 —

300 —

Sign Legibility Distance {feet)

T T | T T | | T
14 25 35 45 55 BS P! g5

Criver Age (years)

Recall that the least-squares regression line is Distance =

336 | Assessing the Fit of a Line (3 of 4)



576 - 3 * Age. The correlation coefficient for the highway
sign data set is -0.793, so = (—0.793)2 =0.63.

Our linear model uses age to predict maximum distance
at which a driver can read a highway sign. Other variables
may also influence reading distance. We can say the linear
relationship between age and maximum reading distance
accounts for 63% of the variation in maximum reading
distance.

Learn By Doi ng
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67. Assessing the Fit of a Line
(4 of 4)

Learning Objectives

. Use residuals, standard error, and % to assess the
fit of a linear model.

Introduction

Our final investigation into assessing the fit of the regression line
focuses on typical error in the predictions.

Previously, we calculated the error in a single prediction by
calculating

Residual = Observed value - Predicted value

But we use the regression line to make predictions even when we
do not have an observed value, so we need a method for using all of
the residuals to compute a typical amount of error.

We ask the question, How do we measure the typical amount of
error for predictions from the regression line?

The most common measure of the size of the typical error is the
standard error of the regression, which is represented by se. It is
calculated using the following formula:
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B SSE
Se = n—2

where SSE stands for the sum of the squared errors.

Finding the standard error of the regression is similar to finding
the standard deviation of a distribution of data points from a single
quantitative variable. In Summarizing Data Graphically and
Numerically, we learned that the standard deviation is roughly a
measure of average distance about the mean. Here the standard error
is roughly a measure of the average distance of the points about the
regression line.

Let’'s return to our example where age is used to predict the
maximum distance for reading highway signs.

The residual plot for the highway sign data set is shown below. We
can visualize the SSE in the formula as simply the sum of the squares
of all of the vertical (residual) line segments. After dividing by n - 2,
we have the average squared residual. Taking the square root then
gives us a measure of the average size of the residuals.
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In the case of the highway sign data, the value of se is 51.35. In the
figure below, we added horizontal lines at y = 51.35 and y = -51.35, so
the red line represents the typical size of the error.
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Comment: When we mark the se on this residual plot, errors
that fall outside of this range are larger than average. We see again
that most of the errors that exceed +51.35 are on the right. This
illustrates that predictions of maximum reading distance for older
drivers have larger error.

Note: Most statistics software computes r and r* and Se.
Therefore, our focus is not on calculating but on understanding and
interpreting.

Now let's apply the standard error of the regression as a
measurement of typical error.

Example

Highway Sign Visibility

Let’s take another look at the prediction we made earlier
using the regression line equation:
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75

83
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88
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grade(%) Egjr%%?er(%) Predictions (Elzrégifiual)

58 59.1 -11
63 65.4 24
67 66.4 0.6
77 66.4 106
63 69.6 -6.6
72 779 5.9
84 80 4
83 83.2 -0.2
89 89.5 -05
93 915 15

Error
Squared

1.21

5.76

0.36

112.36

43.56

34.81

16

0.04

0.25

2.25

Learn By Doing

An interactive or media element has been

excluded from this version of the text. You can

view it online here:
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https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=85

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=85

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=85
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=85

Let’s Summarize

* When we use a regression line to make predictions, there is
error in the prediction. We calculate this error as Observed
data value - Predicted value. A residual is another name for
the prediction error.

* We use residual plots to determine whether a linear model is a
good summary of the relationship between the explanatory
and response variables. In particular, we look for any
unexpected patterns in the residuals that may suggest the data
is not linear in form.

» We have two numeric measures to help us judge how well the
regression line models the data.

o The square of the correlation coefficient, Tz, is the
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proportion of the variation in the response variable that is
explained by the least-squares regression line.

o The standard error of the regression, se, gives a typical
prediction error based on all of the data. It roughly
measures the average distance of the data from the
regression line. In this way, it is similar to the standard
deviation, which roughly measures average distance from
the mean.
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68. Putting It Together:
Examining Relationships:
Quantitative Data

Let’s Summarize

* We use a scatterplot to graph the relationship between two
quantitative variables. In a scatterplot, each dot represents an
individual. We always plot the explanatory variable on the
horizontal x-axis.

* When we explore a relationship between two quantitative
variables using a scatterplot, we describe the overall pattern
(direction, form, and strength) and deviations from the pattern
(outliers).

* When the form of a relationship is linear, we use the
correlation coefficient, r, to measure the strength and
direction of the linear relationship. The correlation ranges
between -1 an 1. If the pattern is linear, an r-value near -1
indicates a strong negative linear relationship and an r-value
near +1 indicates a strong positive linear relationship. Following
are some cautions about interpreting correlation:

o Always make a scatterplot before interpreting r.
Correlation is affected by outliers and should be used only
when the pattern in the data is linear.

o Association does not imply causation. Do not interpret a

Putting It Together: Examining
Relationships: Quantitative



high correlation between explanatory and response
variables as a cause-and-effect relationship.

o Beware of lurking variables that may be explaining the
relationship seen in the data.

* The line that best summarizes a linear relationship is the least-
squares regression line. The least-squares line is the best fit for
the data because it gives the best predictions with the least
amount of error. The most common measurement of overall
error is the sum of the squares of the errors, SSE. The least-
squares line is the line with the smallest SSE.

* We use the least-squares regression line to predict the value of
the response variable from a value of the explanatory variable.
Avoid making predictions outside the range of the data. (This
is called extrapolation.)

* We have two methods for finding the equation of the least-
squares regression line: Predictedy=a +b * x

o We use technology to find the equation of the least-
squares regression line: Predicted y =a + b * x
o We use summary statistics for x and y and the correlation.
Using this method, we can calculate the slope b and the
y-intercept a using the following:
Fornula does not parse
* The slope of the least-squares regression line is the average
change in the predicted values when the explanatory variable
increases by 1 unit.

* When we use a regression line to make predictions, there is
error in the prediction. We calculate this error as Observed
value - Predicted value. This prediction error is also called a
residual.

* We use residual plots to determine whether a linear model is a
good summary of the relationship between the explanatory
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and response variables. In particular, we look for any
unexpected patterns in the residuals that may suggest that the
data is not linear in form.

* We have two numeric measures to help us judge how well the
regression line models the data:

o The square of the correlation, 2 is the proportion of the
variation in the response variable that is explained by the
least-squares regression line.

o The standard error of the regression, se , gives a typical
prediction error based on all of the data. It roughly
measures the average distance of the data from the
regression line. In this way, it is similar to the standard
deviation, which roughly measures average distance from
the mean.
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69. StatTutor: Academic
Performance

You are now ready to do a lab exercise for this
module.

One of the first few screens in StatTutor will have a link to download
the dataset for this StatTutor exercise. When you click that link, a
pop-up window will appear asking if you want to open or save the
file. Make sure you click “Save,” which will allow you to save the file
to your hard drive. Then find the downloaded file and double-click it
to open it if you're using R, Minitab, Excel, or StatCrunch, or transfer
it to your calculator if you're using the TI Calculator.

@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=87
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70. Assignment: Scatterplot

In this exercise we will:

* Learn how to create a scatterplot.

* Use the scatterplot to examine the relationship between two
quantitative variables.

* Learn how to create a labeled scatterplot.

* Use the labeled scatterplot to better understand the form of a
relationship.

In this activity we explore the relationship between weight and
height for 81 adults. We will use height as the explanatory variable.
Weight is the response variable.

We will then label the men and women by adding the categorical
variable gender to the scatterplot. We will see if separating the
groups contributes to our understanding of the form of the
relationship between height and weight.

Instructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | TI Calculator
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Question T:

Describe the relationship between the height and weight of the
subjects. To describe the relationship write about the pattern
(direction, form, and strength) and any deviations from the pattern
(outliers).

So far we have studied the relationship between height and
weight for all of the males and females together. It may be
interesting to examine whether the relationship between height and
weight is different for males and females. To visualize the effect of
the third variable, gender, we will indicate in the scatterplot which
observations are males and which are females.

Instructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | TI Calculator

Question 2:

Compare and contrast the relationship between height and weight
for males and females. To compare and contrast the relationships by
gender write about the pattern (direction, form, and strength) and
any deviations from the pattern (outliers) for each group.

Discuss how the patterns for the two groups are similar and how
they are different.
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71. Assignment: Linear

Relationships

In this activity we will:

* Learn how to compute the correlation.

* Practice interpreting the value of the correlation.

* See an example of how including an outlier can increase the
correlation.

Recall the following example: The average gestation period, or time
of pregnancy, of an animal is closely related to its longevity—the
length of its lifespan. Data on the average gestation period and
longevity (in captivity) of 40 different species of animals have been
recorded.

Instructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | TI Calculator

Remember that the correlation is only an appropriate measure

of the linear relationship between two quantitative variables. First
produce a scatterplot to verify that gestation and longevity are
nearly linear in their relationship.
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Instructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | T1 Calculator

Observe that the relationship between gestation period and

longevity is linear and positive. Now we will compute the correlation
between gestation period and longevity.

Instructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | TI Calculator

Question T

Report the correlation between gestation and longevity and
comment on the strength and direction of the relationship.
Interpret your findings in context.

Now return to the scatterplot that you created earlier. Notice that
there is an outlier in both longevity (40 years) and gestation (645
days). Note: This outlier corresponds to the longevity and gestation
period of the elephant.

What do you think will happen to the correlation if we remove this
outlier?
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Instructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | T1 Calculator

Question 2:

Report the new value for the correlation between gestation and
longevity and compare it to the value you found earlier when the
outlier was included. What is it about this outlier that results in the
fact that its inclusion in the data causes the correlation to increase?
(Hint: look at the scatterplot.)

Comment

In the last activity, we saw an example where there was a positive
linear relationship between the two variables, and including the
outlier just “strengthened” it. Consider the hypothetical data
displayed by the following scatterplot:
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In this case, the low outlier gives an “illusion” of a positive linear
relationship, whereas in reality, there is no linear relationship
between X and Y.
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72. Assignment: Linear
Regression

In this activity we will:

» Find a regression line and plot it on the scatterplot.

* Examine the effect of outliers on the regression line.

» Use the regression line to make predictions and evaluate how
reliable these predictions are.

Background

The modern Olympic Games have changed dramatically since their
inception in 1896. For example, many commentators have remarked
on the change in the quality of athletic performances from year to
year. Regression will allow us to investigate the change in winning
times for one event—the 1,500 meter race.

Instructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | T1 Calculator

Observe that the form of the relationship between the 1,500
meter race’s winning time and the year is linear. The least squares

regression line is therefore an appropriate way to summarize the
relationship and examine the change in winning times over the
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course of the last century. We will now find the least squares
regression line and plot it on a scatterplot.

Inscructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | TI Calculator

Question

Give the equation for the least squares regression line, and interpret
it in context.

Instructions

Click on the link corresponding to your statistical package to see
instructions for completing the activity, and then answer the
questions below.

R | StatCrunch | Minitab | Excel 2007 | TT Calculator

Question 2:

Give the equation for this new line and compare it with the line
you found for the whole dataset, commenting on the effect of the
outlier.
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Question 3:

Our least squares regression line associates years as an explanatory
variable, with times in the 1,500 meter race as the response variable.
Use the least squares regression line you found in question 2 to
predict the 1,500 meter time in the 2008 Olympic Games in Beijing.
Comment on your prediction.
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PART IV

CHAPTER 4: NONLINEAR
MODELS
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73. Why It Matters: Nonlinear
Models

Before we begin Nonlinear Models, let's see how the new ideas
in this module relate to what we learned in the previous modules,
Types of Statistical Studies and Producing Data, Summarizing Data
Graphically and Numerically, and Examining Relationships:
Quantitative Data.

Recall the Big Picture:

We begin a statistical investigation with a research question. The
investigation proceeds with the following steps:

¢ Produce Data: Determine what to measure, then collect the
data. < Types of Statistical Studies and Producing Data

* Explore the Data: Analyze and summarize the data. «
Summarizing Data Graphically and Numerically, Examining
Relationships: Quantitative Data, Nonlinear Models

* Draw a Conclusion: Use the data, probability and statistical
inference to draw a conclusion about the population.

Types of Statistical Studies and Producing Data focused on methods
for collecting reliable data. Summarizing Data Graphically and
Numerically focused on summarizing and analyzing data for a
quantitative variable. Examining Relationships: Quantitative Data
focused on linear relationships between two quantitative variables.
In Nonlinear Models, we focus on nonlinear relationships between
two quantitative variables. In the Big Picture of Statistics, the
material in this module is still part of exploratory data analysis.

Why It Matters: Nonlinear
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74. Introduction: Exponential
Relationships

What you'll learn to do: Use an exponential
model (when appropriate) to describe the
relationship between two quantitative variables.
Interpret the model in context.

LEARNING OBJECTIVES

*  Use an exponential model (when appropriate) to
describe the relationship between two quantitative
variables. Interpret the model in context.

Introduction: Exponential
Relationships | 365



75. Exponential Relationships
(1 of 6)

Learning Objectives

*  Use an exponential model (when appropriate) to
describe the relationship between two quantitative
variables. Interpret the model in context.

In our first example of exponential relationships, we investigate a
nonlinear model for growth in a population over time.
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Example

The Return of the Bald Eagle

During the mid-20th century, the population of bald

eagles in the lower 48 states declined substantially. A highly
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toxic pesticide, DDT, was the main cause of the decline.
DDT causes damage to bird egg shells. By 1963, bald eagles
were in danger of complete extinction. Only 417 pairs of
bald eagles remained. In 1967, the bald eagle became an
official endangered species. Then in 1972, the EPA banned
the use of DDT in the United States. The impact of the ban
was a dramatic turnaround in the fate of the bald eagle.

Here is the data. Note that in the table, we defined t, our
explanatory variable, to be Years after 1950. The response
variable is the number of bald eagle pairs that are mating.

Year t = years after 1950 | Eagle Pairs
1963 13 47
1974 24 [k
1981 31 1188
1982 32 1480
1984 34 1757
1986 36 1875
1987 37 2238
1988 38 2473
1983 39 2680
1990 40 3035
1991 41 3399
1992 42 3749
1993 43 4013
1994 44 4449
1995 45 4712
1996 46 5094
1997 47 2235
1998 48 o748
1993 43 6104
2000 50 6471

Our goal is to find an equation to model this relationship.
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Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=94

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=94

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=94
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76. Exponential Relationships
(2 of 6)

Learning Objectives

*  Use an exponential model (when appropriate) to
describe the relationship between two quantitative
variables. Interpret the model in context.

Now we investigate what the numbers in the exponential model tell

us.

Example

Understanding the Numbers in the
Exponential Model

Our goal in this example is to understand the meaning of
the numbers 121 and 1.083 in the exponential model for
predicting the number of eagle mating pairs.

Predicted eagle pairs = 121 (1.083)t
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(1.083)(1.083)(1.083). The exponent 3 tells us to multiply the
initial value 121 by 1.083 three times.

Fornula does not parse

Note: We can also view this process as multiplying the
estimated 142 eagle pairs from the previous year by 1.083.

In general, to find the number of mating pairs for the
next year, we multiply the previous year’s estimate by 1.083.
We call this the growth factor.

We view the growth factor as containing information
about the percentage increase in the population over the
previous year. To see how this works, let’s start with a
hypothetical situation in which there is no change in the
number of eagle mating pairs from one year to the next.
Then we look at different percentages of growth for the
first year to build to an understanding of the meaning of
1.083:

No change in the number of eagle pairs: If there is no
change in a year, we have 100% of the mating pairs from the
previous year. The growth factor is 1.00, which is 100%
written in decimal form. This is important to understand. A
growth factor of 1.00 means no growth. This makes sense
because 121(1.00) = 121; there is no change when we multiply
by 1.00.

5% growth in the first year:

*  100% of the mating pairs + 5% increase in mating
pairs = 105%.

e  Convert to decimal form to find the growth factor:
105% = 1.05.

e Now multiply the growth factor by 121 to find the
number of mating pairs for the next year: 121(1.05) =
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Spotlight on Converting Percentages

Percent means “per 100.” So a percent means “divide
by 100”

Exponential Relationships (2 of 6) | 377



To convert from a percent to the decimal form, divide

by 100.
*  For example, 105% means 105 + 100 = 1.05, so
105% =1.05
© 106.8% means 106.8 + 100 = 1.068, so 106.8% =
1.068

*  96.8% means 96.8 + 100 = .968, so 98.6% = 0.968
*  Notice that dividing by 100 moves the decimal
two places to the left.

To convert from a decimal form to a percent, we are
converting in the opposite direction, so multiply by 100.

o To convert 1.03 to a percent: 1.03 x 100 = 103, so
1.03 =103%

* To convert 1.083 to a percent: 1.083 x 100 =
108.3, s0 1.083 = 108.3%

. To convert 0.834 to a percent: 0.834 x 100 =
83.4, 50 0.834 = 83.4%

*  Notice that multiplying by 100 moves the
decimal two places to the right.

Note: A number is in “decimal form” when it is not a
percentage. A percentage like 108.3% is not in “decimal
form” even though it has a decimal in the number.
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=95
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77. Exponential Relationships
(3 of 6)

Learning Objectives

*  Use an exponential model (when appropriate) to
describe the relationship between two quantitative
variables. Interpret the model in context.

Let’'s summarize what we have learned about exponential growth
models:
The general form of an exponential growth model is y = C - b*.

* Cis the initial value. It is the y-value when x = 0. It is also the
y-intercept.

* b is the growth factor; it will always be greater than 1 in cases
of growth. From the growth factor, we can determine the
percentage increase in y for each additional 1 unit increase in
X.

Let’s compare the general form of an exponential growth model to
the general form for a linear model: y = a + bx.

* In the linear model, a is the initial value. It is the y-value when
x = 0. It is also the y-intercept.

* bis the slope. From the slope, we can determine the amount
and direction the y-value changes for each additional 1 unit
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increase in x.

Now we apply what we have learned about exponential growth to
find a model for a set of data.

In this activity, you use a simulation to find an exponential model
that fits the population growth of Kenya.

Here are the data graphed in the scatterplot in the simulation.

Year t = vears after 1950 Kenva population (millions)
1950 0 6.4
1960 10 82
1970 20 113
1975 25 13.5
1980 30 163
1985 33 19.7
1990 40 234
1995 43 27.5
2000 50 314
2003 33 358
2010 60 409

Notice that the Kenyan population growth has a strong positive
exponential form. Use the sliders in the simulation to adjust the
values of C and b to find a reasonable exponential model that fits
this data.

Click here to open this simulation in its own window.

@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=96
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Learn B_v Doing
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excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=96
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78. Exponential Relationships
(4 of 6)

Learning Objectives

*  Use an exponential model (when appropriate) to
describe the relationship between two quantitative
variables. Interpret the model in context.

We now investigate an exponential model for decline in a
population over time.
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Example

Winter-run Chinook Salmon on the
Sacramento River

A

The U.S. Endangered Species Act lists nine populations of
Chinook salmon as either threatened or endangered. One
such population is the winter-run Chinook salmon of the
Sacramento River in northern California. The Chinook was
first listed as endangered in 1994.

A number of factors contributed to the decline of the
Chinook on the Sacramento River. Chief among these was
the construction of the Red Bluff Diversion Dam in 1967.
The dam deprived a large number of adult salmon access to
necessary coldwater spawning grounds.

Researchers collected data on the Chinook population at
the Red Bluff Dam. This data suggests that the population
declined from about 40,000 in 1970 to below 200 in 1994.
Click here to see the data.
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79. Exponential Relationships
(5 of 6)

Learning Objectives

*  Use an exponential model (when appropriate) to
describe the relationship between two quantitative
variables. Interpret the model in context.

The exponential model used in the Chinook salmon example showed
a decline over the years and a negative association between the
variables; we call such a model an exponential decay model.
(Compare this model to the exponential growth model we
investigated earlier with the eagle pairing data.)

Now we investigate the meaning of the numbers in the
exponential decay model.

Example

Understanding the Numbers in the
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population for 1972 by multiplying the 42,106 Chinook from
the previous year by 0.854.

Here is another example: For 1973, when t = 3, we can
rewrite (0.854)3 as repeated multiplication:
(0.854)(0.854)(0.854). The exponent 3 tells us to multiply the
initial value 49,304 by 0.854 three times.

Fornula does not parse

Note: We can also view this process as multiplying the
estimated 35,985 Chinook from the previous year by 0.854.

In general, to find the estimated number of Chinook for
the next year, we multiply the previous year’s estimated
population by 0.854. We call this the decay factor.

We view the decay factor as containing information about
the percentage decrease in the population over the
previous year. To see how this works, let’s start with a
hypothetical situation in which there is no change in the
number of Chinook from one year to the next. Then we
look at different percentages of decay for the first year to
build to an understanding of the meaning of 0.854. This is
the same type of thinking we performed to analyze the
exponential growth model previously.

No change in the number of Chinook: If there is no
change in a year, we have 100% of the fish from the
previous year, so the decay factor is 1.00, which is 100%
written in decimal form. As before, this is important to
understand. A decay factor of 1.00 means no decline in the
population. This makes sense because 49,304 (1.00) =
49,304; there is no change when we multiply by 1.00.

5% decay in the first year:
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=98

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=98
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or
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Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=98
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0. Exponential Relationships
(6 of 6)

Learning Objectives

*  Use an exponential model (when appropriate) to
describe the relationship between two quantitative
variables. Interpret the model in context.

Now we apply what we have learned about exponential decay to find
a model for a set of data. We use a simulation to find appropriate
values for C and b.

Here are the data we will investigate.
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ft below surface [light intensity (lumens)
a0 10
5 9.6
8 9.2
10 9.2
12 9.1
14 8.8
13 B8.65
25 8.1%8
40 7.1
50 7.1
55 6.7
60 6.1
65 5.5
70 5.2
20 4.9
a0 4.7
100 4.4
140 3.1
130 2.8
135 1.4
210 1.5

This table shows the data values, where x is the feet below the

surface of the water and y is the predicted light intensity measured

in lumens in a lake. We can see in the data that the amount of light

transmitted through water decreases with depth. There is less light

at greater depths.

Here are the data graphed in the scatterplot in the simulation.

Notice that the light intensity has a fairly strong negative

exponential form. Use the sliders in the simulation to adjust the

values of C and b to find a reasonable exponential model that fits

this data.

Click here to open this simulation in its own window.
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Learn By Doing
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view it online here:

https: /library.achievingthedream.or
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&1. Putting It Together:
Nonlinear Models

Let’s Summarize

This is what we have learned about exponential models:
The general form of an exponential model isy = C - b*.

* Exponential models are nonlinear. More specifically,
exponential models predict that y increases or decreases by a
constant percentage for each 1-unit increase in x.

* Cis the initial value. It is the y-value when x = 0. It is also the
y-intercept.

* b is the growth factor or decay factor. b is always positive.

o Ifbis greater than 1, b is a growth factor. In this case, the
association is positive, and y is increasing. This makes
sense because multiplying by a number greater than 1
increases the initial value. From the growth factor, we can
determine the percent increase in y for each additional
1-unit increase in x.

o Similarly, if b is greater than 0 and less than 1, b is a decay
factor. In this case, the association is negative, and y is
decreasing. From the decay factor, we can determine the
percentage decrease in y for each additional 1-unit increase
in x.
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Let’'s compare the general form of an exponential model to the
general form for a linear model: y = a + bx.

* In the linear model, a is the initial value. It is the y-value when
x = 0. It is also the y-intercept.

* bis the slope. From the slope, we can determine the amount
and direction the y-value changes for each additional 1-unit
increase in x. When b is positive, there is a positive association,
and y increases. When b is negative, there is a negative
association, and y decreases.
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82. Why It Matters:
Relationships in Categorical

Data with Intro to
Probability

Before we begin Relationships in Categorical Data with Intro to
Probability, it is helpful to consider how it relates to the work we
have already done in previous modules.

At the start of Summarizing Data Graphically and Numerically,
we stated the difference between quantitative and categorical
variables:

* Quantitative variables have numeric values that can be
averaged. A quantitative variable is frequently a measurement
- for example, a person’s height in inches.

* Categorical variables are variables that can have one of a
limited number of values, or labels. Values that can be
represented by categorical variables include, for example, a
person’s eye color, gender, or home state; a vehicle’s body style
(sedan, SUV, minivan, etc.); a dog’s breed (bulldog, greyhound,
beagle, etc.).

The remainder of Summarizing Data Graphically and Numerically
focused on describing the overall pattern (shape, center, and
spread) of the distribution of a quantitative variable.

In and Examining Relationships: Quantitative Data and Nonlinear
Models, our goal was to identify and model the relationship between
two quantitative variables.

Now, in this module, we turn our full attention back to categorical

Why It Matters: Relationships in
Categorical Data with Intro to



variables. Our objective is to study the relationship between two
categorical variables. Just as in Examining Relationships:
Quantitative Data and Nonlinear Models, we will be looking for
patterns in the data.

As we organize and analyze data from two categorical variables,
we make extensive use of two-way tables. Two-way tables for two
categorical variables are in some ways like scatterplots for two
quantitative variables: they give us a useful snapshot of all of the
data organized in terms of the two variables of interest. This will be
helpful in finding and comparing patterns. This part of Relationships
in Categorical Data with Intro to Probability is exploratory data
analysis in the Big Picture of Statistics.

A second important objective of this module is to introduce you
to the concept of probability. Two-way tables give us a practical
context for talking about probability. We also use two-way tables
to help us visualize and solve real-world problems involving
probability. This part of the module is part of probability in the Big
Picture of Statistics.

Producing Data

Exploratory Data
Analysis

Population

—~ Probability
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33. Introduction: TWO—Way
Tables

What you'll learn to do: Analyze the relationship
between two categorical variables using a
two-way table.

LEARNING OBJECTIVES

*  Analyze the relationship between two categorical
variables using a two-way table.

e Calculate marginal, joint, and conditional
percentages and interpret them as probability
estimates.

*  Analyze and compare risks using conditional
probabilities.

e Create a hypothetical two-way table to answer
more complex probability questions.
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84. Two-Way Tables (1 of 5)

Learning Objectives

*  Analyze the distribution of a categorical variable.
e Analyze the relationship between two categorical
variables using a two-way table.

We begin our discussion by analyzing the distribution of a single
categorical variable. Then we focus on analyzing the association
between two categorical variables.

Example

Body Image

What is your perception of your own body? Do you feel
that you are overweight, underweight, or about right? A
random sample of 1,200 U.S. college students answered this
question as part of a larger survey. The following table
shows part of the responses:
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Now that we have summarized the distribution of values in the body

image variable, let’s go back and interpret the results in the context
of the questions we posed.
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=104

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?2p=104

Example

Two-Way Table for Body Image and
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=104

@ An interactive or media element has been
excluded from this version of the text. You can
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a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or
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excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?2p=104

So far we have organized the raw data in a much more informative
display - the two-way table. But we have not answered our primary
question: Is body image related to gender?

Exploring the relationship between two categorical variables (in
this case, body image and gender) amounts to comparing the
distributions of the response variable (in this case, body image) for
different values of the explanatory variable (in this case, male vs.
female).

We do this in the next example.

Two-Way Tables (1 of 5) | 413


https://library.achievingthedream.org/herkimerstatisticssocsci/?p=104#pb-interactive-content
https://library.achievingthedream.org/herkimerstatisticssocsci/?p=104#pb-interactive-content
https://library.achievingthedream.org/herkimerstatisticssocsci/?p=104#pb-interactive-content
https://library.achievingthedream.org/herkimerstatisticssocsci/?p=104#pb-interactive-content

Example

Is Body Image Related to Gender?

Here we have removed the column totals from the table
because gender is the explanatory variable. We compare
females with particular body image responses to males with
the same response, so we need to know the total numbers
of females and males. We no longer need to know the total
number of students for each body image category.

Row

about right | overweight | underweight Totals

Compare these ——=> female 560 163 37 760
distributions!  —

male 295 T2 73 440

Note that there are more females than males, so when we
compare females to males, it is misleading to compare raw
counts in each body image category. For example, it is
misleading to say, “Five-hundred sixty females responded
‘about right’ compared to only 295 males,” because the
sample includes a lot more females than males. Instead, we
compare the percentage of females who responded “about
right” to the percentage of males who responded “about
right”:

e Of the 760 females, 560 responded “about right”:
560 + 760 = 0.737 = 73.7%

e Of the 440 males, 295 responded “about right™: 295
+440 = 0.67 =67%
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We can interpret percentages as “a number out of 100,” so
by converting to percentages, we are reporting the results
as though there are 100 females and 100 males. We can see
that a higher percentage of females feel “about right” about
their body weight.

In general, we need to supplement our display, the two-
way table, with numeric summaries that allow us to
compare the distributions. Therefore, we always convert
counts to percentages.

Note: It is important to identify the explanatory variable
because we always use the totals for the explanatory
variable to calculate the percentages.

In our example, we look at each gender separately and
convert the counts to percentages within each gender. In
the Female row, we divide each count by 760, the total
number of females. In the Male row, we divide each count
by 440, the total number of males. The resulting
percentages are shown in the following table: green for
females, black for males. We call these conditional
percentages. The percentages in green are the distribution
of body image based on the condition that students are
female. The percentages in black are the distribution of
body image based on the condition that students are male.
Thus, our two sets of conditional percentages form two
conditional distributions for body image.

About Overwei Underwei Row
Right ght ght Totals
Fem  560/760  163/760 37/760 760,760
ale =73.7% =21.4% =4.9% =100%
Mal 295/440 72/440 = 73/440 = 440/440
e =67% 16.4% 16.6% =100%
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At the start of this example, we asked the following
questions:

If we separate our sample by gender and compare the male
and female responses, will we find a similar distribution
across body image categories? Or is there a difference based
on gender?

As a result of our analysis, we know that the conditional
distributions for males and females for body image are not
the same. And there is enough of a difference to believe
that these two categorical variables are in fact related.

In the next activity, we practice investigating the
relationship between two different categorical variables.

We investigate this question in the next activity: Is there a
relationship between smoking rates and college programs?
Researchers sent an online health behavior survey to 25,000 college
students in 2009. The following table summarizes results based on
6,055 student responses. (C. J. Berg, C. M. Klatt, J. L. Thomas, J.
S. Ahluwalia, and L. C. An, “The Relationship of Field of Study to
Current Smoking Status among College Students,” College Student
Journal 43(3):744-754, 2009.)
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Smoked in Last ~ Did Not Smoke in Last

30 Days 30 Days
Art, design, 149 336 485
performing arts
Humanities 197 454 651
lCornrnunication, 233 389 622
anguages
Education 56 170 226
Health Sciences 227 7 944
Math, engineering,
sciences 245 924 1,169
Social science, human
services 306 593 899
Independent study 134 260 394
Undeclared 176 489 665
1,723 4,332 6,055

Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=104
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?2p=104

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=104

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=104

In the next activity, we investigate whether health insurance
coverage differs by geographic region. The U.S. government collects
information on Americans who do not have health insurance. Here
is the data:
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Region Uninsured Insured Row Totals

Northeast 6,782 47,043 53,825
Midwest 7,757 57,135 64,892
South 19,090 85,800 104,890
West 11,676 55,427 67,103
Column Totals 45,305 245,405 290,710

Let’s Summarize

The relationship between two categorical variables is summarized
using

» Data display: Two-way table, supplemented by
* Numeric summaries: Conditional percentages.

Conditional percentages are calculated separately for each value
of the explanatory variable. When we try to understand the
relationship between two categorical variables, we compare the
distributions of the response variable for values of the explanatory
variable. In particular, we look at how the pattern of conditional
percentages differs between the values of the explanatory variable.
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85. Two-Way Tables (2 of 5)

Learning Objectives

e Calculate marginal, joint, and conditional
percentages and interpret them as probability
estimates.

In the previous section, we used the information in a two-table to
examine the relationship between two categorical variables. Our
goal was to answer the big question: Are the variables related?

In this section, we continue to work with two-way tables, but we
ask a different set of questions.

Example

Community College Enrollment

The following table summarizes the full-time enrollment
at a community college located in a West Coast city. There
are a total of 12,000 full-time students enrolled at the
college. The two categorical variables here are gender and
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Note: P for Probability

It is customary to use the capital letter P to stand for probability.
So instead of writing “The probability that a student is in Bus-Econ
program equals 0.08," we can write P(student is in Bus-Econ) = 0.08.
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The following table is used for the next Learn By Doing and Did I

Get This? activities.

Arts-Sci Bus-Econ

Female 4,660 435
Male 4,334 490
Column

Totals 8,994 925

Info
Tech

494
564

1,058

Health
Science

421
223

644

Graphics
Design

105
97

202

Culinary
Arts

83
94

177

Ul O ] =

Learn By Doing

view it online here:

herkimerstatisticssocsci/?p=105

https: /library.achievingthedream.or

@ An interactive or media element has been

excluded from this version of the text. You can

view it online here:

herkimerstatisticssocsci/?p=105

https: /library.achievingthedream.or:

@ An interactive or media element has been

excluded from this version of the text. You can
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Example

Conditional Probability

Here is the same community college enrollment data.

A rts- Bus-Ec ‘o In thHeal icsGraph Culin Ro
22 on Tech Science Design ary Arts - otals
o ™ 4660 435 9 4y 105 83 6,19
e 4 8
56 5.8
Male 4334 490 223 97 9,
Colu
mn 8994 925 05}; 644 202 177 0012,0
Totals

Here is our first question:

If we select a female student at random, what is the
probability that she is in the Health Sciences program?

Answer: Of the 6,198 female students at the college, 421
are enrolled in Health Sciences. (Find these numbers in the
table.) The probability we are looking for is:

Therefore, the probability that a female student is in the
Health Sciences program is approximately 0.07.

Focus on Language
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We need to pause here and be very careful about the
language we use in describing this situation.

Note that we start with a female student and then ask
what is the probability that this female student is in the
Health Sciences department.

In this case, our starting point is that the student is a
female. This information sets the conditions for calculating
the probability. Once the condition (student is female) is set,
we focus on the female student population. In terms of the
two-way table, it means that the only numbers we will be
using are in the Female row: 421 and 6,198.

What Is a Conditional Probability?

The probability we calculated earlier is an example of a
conditional probability. In general, a conditional
probability is one that is based on a given condition. Here
the given condition is that the student is female.

Here is the notation we use for a conditional probability:

*  Original question: If we select a female student at
random, what is the probability that she is in the
Health Sciences program?

*  Notation: P(student is in Health Sciences given that
student is female).

*  We also write this as P(Health Sciences given
female).

An even shorter way of writing this is to use a vertical bar
| in place of given: P(Health Sciences | female).

The following table is used for the next Learn By Doing and Did I Get
This? activities.
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Arts-Sci  Bus-Econ Info Tech

Female 4,660 435 494
Male 4,334 490 564
Column Totals 8,994 925 1,058

Health Science
421
223
644

Gi
10
97
2(

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.ot

herkimerstatisticssocsci/?2p=105

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=105
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86. Two-Way Tables (3 of 5)

Learning Objectives

e Calculate marginal, joint, and conditional
percentages and interpret them as probability
estimates.

At this point, we know how to determine marginal probabilities,
such as the probability that a randomly selected student is female:
P(female).

And we know how to calculate conditional probabilities, such as
the probability that a randomly selected female student is in the
Health Science program: P(Health Science | female)

But we do not know how to calculate joint probabilities, such as
the probability that a randomly selected student is both a female
and in the Health Sciences program.

We write this joint probability as P(female and Health Sciences).

The following example illustrates how to calculate a joint
probability.
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Example

Joint Probability

Question: If we select a student at random, what is the
probability that the student is both a male and in the Info
Tech program?

Answer: This question involves male students who are in
the Info Tech program, but it is NOT a conditional
probability. We are picking a student at random from the
entire population of 12,000 students, so there is no
condition. Our shorthand notation for this probability is:

P(male and Info Tech)

Since 564 of the 12,000 students enrolled at the college
are both male and in the Info Tech program (see table), the
probability P(male and Info Tech) is:

564

12,000 ~ 0°

430 | Two-Way Tables (3 of 5)



Ro
w
Totals

6,19

58
02

12,0
00

The following table is used for the next Learn By Doing and Did I Get
This? activities.

Arts-Sci Bus-Econ \nfe Health  Graphics Culinary Row

Tech Science Design  Arts Totals
Female 4,660 435 494 421 105 83 6,198
Male 4,334 490 564 223 97 94 5,802
Column g4, g5 1,058 644 202 177 12,000

Totals
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=106

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/2p=106
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&7. Two-Way Tables (4 of 5)

Learning Objectives

*  Analyze and compare risks using conditional
probabilities.

When we calculate the probability of a negative outcome like a
heart attack, we often refer to the probability as a risk. For example,
we talk about the probability of winning the lottery but the risk of
getting struck by lightning. Whenever you see the word risk, keep in
mind it’s just another word for probability.

Example

Risk and the Physicians’ Healch Study

Researchers in the Physicians’ Health Study (1989)
designed a randomized clinical trial to determine whether
aspirin reduces the risk of heart attack. Researchers
randomly assigned a large sample of healthy male
physicians (22,071) to one of two groups. One group took a
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percentage change. We calculate the difference (how much
the risk changed) and divide by the risk for the placebo

group.
Here is the calculation:

0.013 — 0.022  —0.009
0.022 ~0.022

Therefore, we conclude that taking aspirin results in a

~ —0.41

41% reduction in risk.

As reported in the New England Journal of Medicine, “This
trial of aspirin for the primary prevention of cardiovascular
disease demonstrates a conclusive reduction in the risk of
myocardial infarction (heart attack).” (SOURCE: “FINAL
REPORT ON THE ASPIRIN COMPONENT OF THE ONGOING
PHYSICIANS’ HEALTH STUDY,” NEW ENGLAND JOURNAL OF
MEDICINE 321(3):129-35, 1989.)

Comment
In the preceding example, we compared the difference in risk
(how much the risk changed) to the risk for the placebo

(nontreatment) group:
new treatment risk — placebo risk

percentage reduction of risk = -
placebo risk

In general, we are interested in determining how much a new
treatment reduces the risk compared to a reference risk. The
reference may be nontreatment (e.g., use of a placebo), or it could

be an existing treatment that we hope to improve on. So we have:
new treatment risk — reference risk

percentage reduction of risk = -
reference risk

The following table is used for the next Learn By Doing activity.
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Nonfatal Fatal Row Totals

Seat Belt 412,368 510 412,878
No Seat Belt 162,527 1,601 164,128
Column Totals 574,895 2,11 577,006

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.ot

herkimerstatisticssocsci/2p=107

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=107
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=107

Let's summarize our work with probability. We defined three kinds
of probabilities related to a two-way table.

* A marginal probability is the probability of a categorical
variable taking on a particular value without regard to the other
categorical variable. For example, P(Health Sciences) is the
probability that a student is enrolled in the Health Sciences
program. In calculating the probability, we use overall student
data contained in the margins of the table. We do not take into
account the other categorical variable: gender.

* A conditional probability is the probability of a categorical
variable taking on a particular value given the condition that the
other categorical variable has some particular value. For
example, P(Health Sciences given female) is the probability that
a student is enrolled in Health Sciences given that we know the
student is female. In calculating the probability, we use only a
subset of the data. The subset used is determined by the given
condition: if our condition relates to female students, then we
consider only the information in the table pertaining to
females.

* Ajoint probability is the probability that the two categorical
variables each take on a specific value. For example: P(male and
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Info Tech) is the probability that a student is both a male and in
the Info Tech program. In calculating this probability, we divide
the count in one inner cell of the table by the overall total
count (in the lower right corner).

When we calculate the probability of a negative outcome like a heart
attack, we often refer to the probability as a risk. We compare risk

by calculating the percentage change:
new treatment risk — reference risk

percentage reduction of risk = -
reference risk
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88. Two-Way Tables (5 of 5)

Learning Objectives

e Create a hypothetical two-way table to answer
more complex probability questions.

In our previous work with probability, we computed probabilities
using a two-way table of data from a large sample. Now we create
a hypothetical two-way table to answer more complex probability

questions.

Example

Will It Be a Boy or a Girl?

A pregnant woman often opts to have an ultrasound to
predict the gender of her baby.

Assume the following facts are known:

e Fact 1: 48% of the babies born are female.
*  Fact 2: The proportion of girls correctly identified is
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So our answer to Question 1is P(girl | predict girl) = 432 /
562 = 0.769.

Question 2: If the examination predicts a boy, how likely is
it that the baby will be a boy?

Answer: We are asked to find the probability of a boy
given that the examination predicts a boy.

This is the conditional probability: P(boy | predict boy).

So our answer to Question 2 is P(boy | predict boy) = 390
/ 438 =0.890.

Conclusion: If an ultrasound examination predicts a girl,
the prediction is correct about 77% of the time. In contrast,
when the prediction is a boy, it is correct 89% of the time.

Comment

Are you surprised at the answers to these questions? Looking
just at the three given facts, you might have intuitively expected a
different result. This is exactly why a two-way table is so useful.
It helps us organize the relevant information in a way that permits
us to carry out a logical analysis. When it comes to probability,
sometimes our intuition needs some help.

Use the following context for the next Learn By Doing activity.

A large company has instituted a mandatory employee drug
screening program. Assume that the drug test used is known to
be 99% accurate. That is, if an employee is a drug user, the test
will come back positive (“drug detected”) 99% of the time. If an
employee is a non-drug user, then the test will come back negative
(“no drug detected”) 99% of the time. Assume that 2% of the
employees of the company are drug users.

In constructing the hypothetical two-way table, it is convenient
to start by assuming that the company has 10,000 employees
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(10,000 is a large enough number to ensure that all calculations
result in whole numbers).

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?2p=108

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=108

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:
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excluded from this version of the text. You can
view it online here:
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herkimerstatisticssocsci/?2p=108

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.orq

herkimerstatisticssocsci/?p=108

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:
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89. Putting It Together:
Relationships in Categorical
Data with Intro to
Probability

Let’s Summarize

To summarize the relationship between two categorical variables,
use:

* A data display: A two-way table
* Numerical summaries: Conditional percentages

When we investigate the relationship between two categorical
variables, we use the values of the explanatory variable to define
the comparison groups. We then compare the distributions of the
response variable for values of the explanatory variable. In
particular, we look at how the pattern of conditional percentages
differs between the values of the explanatory variable.

For example, we investigated the relationship between body
image and gender. We compared males to females. For each
gender, we determined the percentage who felt their body
weight was about right, overweight, or underweight. P(body
image “about right” | male) is compared to P(body image “about
right” | female).
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Keys Ideas from Our Work with Probability
We defined three kinds of probabilities related to a two-way table:

* A marginal probability is the probability of a categorical
variable taking on a particular value without regard to the other
categorical variable. For example, P(Health Sciences) is the
probability that a student is enrolled in the Health Sciences
program. In calculating the probability, we use overall student
data contained in the margins of the table. A marginal
probability is a row or column total divided by the table total.

* A conditional probability is the probability of a categorical
variable taking on a particular value given the condition that the
other categorical variable has some particular value. For
example, P(Health Sciences given female) means we look first
at all females, then identify the female students who are Health
Science students. In calculating the probability, we use only a
subset of the data. The condition determines the subset of data
we use. If our condition relates to female students, then we
consider only the information in the table pertaining to
females.

* A joint probability is the probability that the two categorical
variables each take on a specific value. For example: P(male and
Info Tech) is the probability that a student is both a male and in
the Info Tech program. In calculating this probability, we divide
the count from one inner cell of the table by the overall total
count (in the lower right corner.)

When we calculate the probability of a negative outcome, we often
refer to the probability as a risk. We compare risk by calculating
the percentage change (divide difference in risks by risk in placebo
group).

Finally, we created hypothetical two-way tables to compute
complex probabilities, such as the probability of a positive drug test
for someone who does not use drugs.
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9o. StatTutor: Treating
Depression: A Randomized
Clinical Trial

@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=110
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PART VI

CHAPTER 6: PROBABILITY
AND PROBABILITY
DISTRIBUTIONS
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91. Why It Matters:
Probability and Probabilicy

Distributions

Recall the Big Picture—the four-step process that encompasses
statistics (as it is presented in this course):

Producing Data

Exploratory Data
Analysis

Population

e Probability

So far, we've discussed the first two steps:

Producing data—how data are obtained and what considerations
affect the data production process.

Exploratory data analysis—tools that help us get a first feel for
the data by exposing their features using graphs and numbers.

Our eventual goal is inference—drawing reliable conclusions
about the population on the basis of what we've discovered in our
sample. To really understand how inference works, though, we first
need to talk about probability, because it is the underlying
foundation for the methods of statistical inference. We use an
example to try to explain why probability is so essential to
inference.

First, here is the general idea: As we all know, the way statistics
works is that we use a sample to learn about the population from
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which it was drawn. Ideally, the sample should be random so that it
represents the population well.

Recall from Types of Statistical Studies and Producing Data that
when we say a random sample represents the population well, we
mean that there is no inherent bias in this sampling technique.
It is important to acknowledge, though, that this does not mean
all random samples are necessarily “perfect” Random samples are
still random, and therefore no random sample will be exactly the
same as another. One random sample may give a fairly accurate
representation of the population, whereas another random sample
might be “off” purely because of chance. Unfortunately, when
looking at a particular sample (which is what happens in practice),
we never know how much it differs from the population. This
uncertainty is where probability comes into the picture. We use
probability to quantify how much we expect random samples to
vary. This gives us a way to draw conclusions about the population
in the face of the uncertainty that is generated by the use of a
random sample. The following example illustrates this important
point.

Example

Death Penalty

Suppose we are interested in estimating the percentage
of U.S. adults who favor the death penalty. To do so, we
choose a random sample of 1,200 U.S. adults and ask their
opinion: either in favor of or against the death penalty. We
find that 744 of the 1,200, or 62%, are in favor. (Although
this is only an example, 62% is quite realistic given some
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Population: US Adults SRS n=1200

I nterest: Opiniunk
on Ceath Penalty
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92. Introduction: Another
Look at Probability

What you'll learn to do: Interpret (in context) a
probability as a long-run relative frequency of an

event.

LEARNING OBJECTIVES

e Interpret (in context) a probability as a long-run
relative frequency of an event.

Introduction: Another Look at
Probability | 459



93. Another Look at
Probability (1 of 2)

Learning Objectives

e Interpret (in context) a probability as a long-run
relative frequency of an event.

In the module Relationships in Categorical Data with Intro to
Probability, we used the word probability to mean “likelihood” or
“chance” We used data to make statements about

* the likelihood that a randomly selected student from a specific
college is a Health Science major.

* the risk associated with not wearing a seat belt.

 the chance of a positive drug test for someone who does not
use drugs when the test is 94% accurate.

For each of these probability statements, we used a notation P(A)
where A is the description of an event. We used the following
notation to represent probability statements like the preceding
ones:

* P(Health Science)

* P(fatal accident given that the person was not wearing a
seatbelt) = P(fatal accident | not wearing a seatbelt)

* P(a person is not a drug user given that the person had a
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positive test result) = P(not a drug user | positive test result)

In each case, the probability was a number between 0 and 1. What
does this number tell us about the likelihood of an event occurring?

Probability of event A - P(A)

i
0 1/2 1

/

The event is as
The event will | |likely to occuras| |The event will occur
NEVER occur!| |itis nottooccur | |for CERTAIN!

A YouTube element has been excluded from this version of the

text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=114

In summary, the probability that an event will occur is a number
between (and including) 0 and 1. We write this idea in mathematical
notation as 0 < P(A) < 1.
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Example

A Closer Look at How We Calculate
Probabilities

You may have had some experience with probability
using coins, cards, and dice.

What is the probability that when you flip a coin you
get heads?

What is the probability that when you roll the dice
you get doubles?

We can answer these types of probability questions
without collecting data. In situations where the outcomes
are equally likely, we can use mathematics to calculate the
probability instead of collecting data. For example, what is
the probability of getting heads when you toss a coin?
There are two equally likely outcomes: heads or tails. So

1
P (heads) = > This is the theoretical probability of

getting a head when you toss a coin. We determine the
number of ways an event can occur and divide by the total
number of possible outcomes. No experiments or data
collection is necessary.

What is the probability that a community college student
is female? Like tossing a coin, this event also has two

1
outcomes: female or male. But is P(fema]e) = —?To
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94. Another Look at
Probability (2 of 2)

Learning Objectives

e Interpret (in context) a probability as a long-run
relative frequency of an event.

What Is the Relationship between Theoretical
and Empirical Probabilicy?

We investigate this question in the following two activities. We
use coin flipping as a first step in understanding the connection
between these two ways of determining the probability of an event.

A single flip of a coin has an uncertain outcome. We do not know
if we will get heads or tails. If we flip the coin 10 times, we are
not guaranteed to get 5 heads and 5 tails. So what exactly does it
mean when we say P(heads) = 0.5? To answer this question, we use
a simulation to simulate flipping a coin.

Our goal is to understand how the empirical probability P(head)
relates to the theoretical probability of 0.5.
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Activity 1: Fair Coin

The purpose of this activity is to experiment with a simulation that
simulates flipping a fair coin, and to see if the P(H) = 0.5.

@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=115

Source: GeoGebra, license: CC BY SA

Note that by clicking the GeoGebra link above you can launch a
new window with this simulation in it if you would like to position it
closer to the questions you'll be answering below to avoid scrolling
so much.

Part (1)

. Make sure Coins =1 and P(heads) = 0.5.
2. Press the “1 Flip” button 3 times.
3. Notice that for each flip, you will see either heads (1) or tails (0)
appear in the histogram count.

Part (2)

1. Press the Reset button so that the count is cleared.
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2. Make sure Coins =1 and P(heads) = 0.5.
3. This time press the “10 Flips” button 3 times so that you have
30 coin flips.

Learn By Doi ng

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?2p=115

Part (3)

. Press the Reset button so that the count is cleared.
2. Make sure Coins =1 and P(heads) = 0.5.
3. Press the Auto button and watch the count of heads and tails
change.
4. Click the Pause (II) button once Total Flips is over 1,000.
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=115

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?2p=115
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In the preceding activity, the simulation simulates flipping a fair
coin. P(heads) = 0.5 with a fair coin. How can we tell if a coin is not
fair? Theoretical probability methods cannot answer this question.
The only way we can answer this question is to collect data as we
flip the coin.

Activity 2: Unfair Coin

The purpose of this activity is to experiment with an activity that
simulates flipping an unfair coin.

@ An interactive or media element has been excluded from
this version of the text. You can view it online here:

https: /library.achievingthedream.org

herkimerstatisticssocsci/?p=115

Source: GeoGebra, license: CC BY SA

Note that by clicking the GeoGebra link above you can launch a
new window with this simulation in it if you would like to position it
closer to the questions you'll be answering below to avoid scrolling
so much.

Make sure Coins =1 and P(heads) = 0.2.
2. Click the Auto button and watch the count of heads and tails
change.
3. Click the Pause (II) button once Total Flips is over 100 or so.
4. Record the total number of Heads (1's) and the total number of
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flips.

Calculate P(H) (Number of heads / Total Flips) when Total Flips
is about 100.

Click the Auto button again to continue the flips.

Click the Pause (II) once Total Flips is over 1,000 or so.

Record the total number of Heads (I's) and the total number of
flips.

Calculate P(H) (Number of heads / Total Flips) when Total Flips
is about 1,000.

Learn By Doi ng

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?2p=115
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=115

Let’'s summarize what we have learned from these activities:

* The empirical probability will approach the theoretical
probability after a large number of repetitions. In some
situations, such as in flipping an unfair coin, we cannot
calculate the theoretical probability. In these cases, we have to
depend on data.

* There is less variability in a large number of repetitions. This
means that in the long run, we will see a pattern, so we are
more confident about estimating the probability of an event
using empirical probability with a large number of repetitions.
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What Do We Mean When We Say an Event Is
Random or Due to Chance?

In the discussion of the role of probability in the Big Picture of
Statistics, we said that probability is the machinery that allows us
to draw conclusions about a population on the basis of a random
sample. To understand why we can trust random selection in an
observational study and random assignment in an experiment, we
need to look more closely at what we mean by random or chance
behavior.

When we say that an event is random or due to chance, we mean
that the event is unpredictable in the short run but has a regular and
predictable behavior in the long run. This is obviously true for the
coin-tossing activity. We cannot predict whether an individual toss
will be heads, but in the long run, the outcomes have a predictable
pattern. The relative frequency of heads is very close to 0.5 for a fair
coin.

We can make probability statements only about random events.

What Is the Connection between the
Coin—Flipping Activities and the Discussion of’
Probability in the Previous Module?

Let’s look at two probability questions that we might answer using
the familiar data set from Relationships in Categorical Data with
Intro to Probability. Recall that 6,198 of the 12,000 students at a
West Coast community college are female. Previously, we calculated
P(female) = 6,198 / 12,000 = 0.5165. What is the random event in
this case? Let’s be very specific about the question this calculation
is meant to answer.

What is the probability that a student at the West Coast community
college is a female?
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* In this case, the relative frequency 6,198 / 12,000 is the actual
proportion of females at the college. This is like the fair coin
situation. Because we know the gender distribution at the
college, we can think of 0.5165 as the theoretical probability
that a randomly selected student at this particular college is a
female. Tossing the fair coin in the simulation is like randomly
selecting a student from the spreadsheet of data. We do not
know if a randomly selected student will be female. But if we
repeat this process many, many times, in the long run, the
relative frequency of females will have a predictable pattern.
The relative frequency will be very close to the proportion of
females in the data set.

What is the probability that a community college student in the
United States is female?

* In this case, we are using the data from the 12,000 West Coast
community college students to represent students at all
community colleges in the United States. The relative
frequency is an estimate for the chance that a randomly
selected U.S. student is female. This is like tossing the unfair
coin 12,000 times and using the relative frequency of heads as
an estimate of P(head). We do not know P(female) for all
community colleges, just as we did not know the P(heads) with
an unfair coin. But if the sample is random, we can use the
relative frequency of females in the sample as an estimate of
P(female) in all community colleges.

The main points are these:
* We can make probability statements only about random
events.

* Probability of an event A is the relative frequency with which
that event occurs in a long series of repetitions.
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95. Introduction: Probability
Rules

What you'll learn to do: Reason from probability
discributions, using probability rules, to answer

probability questions.

LEARNING OBJECTIVES

*  Reason from probability distributions, using
probability rules, to answer probability questions.

*  Use conditional probability to identify independent
events.
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96. Probability Rules (1 of 3)

Learning Objectives

e Interpret (in context) a probability as a long-run
relative frequency of an event.

In our previous discussions of probability, we focused on
determining the probability of one event at a time. For example, we
used two-way tables in Relationships in Categorical Data with Intro
to Probability to find the probability that a randomly selected female
student from a community college is a Health Science major.

Now we shift our focus to describing the probabilities of all
possible outcomes instead of the probability of just one outcome.

We think of all possible outcomes as variable values. Each variable
value has a probability. The variable values together with their
probabilities are a probability distribution.
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Example

Probability Distribution for Blood Type

Consider the variable blood type. This is a categorical
variable with variable values A, B, AB, or O. Using relative
frequencies from large samples of randomly chosen
individuals, we can estimate the probability of choosing a
person with a given blood type. Using relative frequencies,
the Stanford University’s Blood Center
(bloodcenter.stanford.edu) gives the probabilities of human
blood types in the United States as follows:

Blood Type O A B AB
Probability = 045 041 010 0.04

This table is an example of a probability distribution.
Each variable value is assigned a probability.

Notice the following important fact about this probability
distribution:

The sum of all of the probabilities is 1. This makes sense
because we have listed all the outcomes. Since each
probability is a relative frequency, these outcomes make up
100% of the observations.

We can use the probability distribution to answer
probability questions:

Question: People with blood type O can donate
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blood to people with any other blood type. For this
reason, people with blood type O are called universal
donors. What is the probability that a randomly
selected person from the United States is a universal
donor?

Answer: P(universal donor) = P(blood type O) = 0.45.
There is a 45% chance that a randomly selected
person in the United States is a universal donor.

Example

Probability Distribution for Boreal Owl
Eggs

Boreal owls are common in Canada and Alaska. They are
fairly small, averaging 10 inches in length and weighing
from 4 to 6 oz. They often make their nests in woodpecker
holes. The number of eggs in a boreal owl nest generally
ranges from 4 to 6 eggs. Using relative frequencies from
large field observations, we can estimate the probability of
a nest containing a certain number of eggs.

The variable is Boreal owl eggs in a nest. This is a
quantitative variable with values 0, 1, 2, 3, 4, 5, or 6 eggs.
The probability distribution gives the probability that a nest
will have from O to 6 eggs.
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Number of
Eggs 0 1 2 3 4 5 6

Probability | 1 5 5 5 5

This table is also an example of a probability distribution.
Each variable value is assigned a probability.

Note: The sum of all of the probabilities is 1. This is always
true for a probability distribution.

We can use the probability distribution to answer
probability questions:

Question: Which is more likely: (1) To find a boreal
owl nest with 3 eqggs, or (2) To find a boreal owl nest
with 4 eggs.

Answer: Both of these events are equally likely.
P(3 eggs) = P(4 eggs) = 0.25. There is a 25% chance
that if you find a boreal owl nest, it will have 3 eggs.
You are equally likely to find a boreal owl nest with 4

eggs.

Notice the following important facts about probability distributions:
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* The outcomes are random events. When we randomly choose a
person, we do not know their blood type. But there is a
predictable pattern in the outcomes that is described by the
relative frequencies. When we randomly select a boreal owl
nest, we do not know how many eggs it will contain, but there
is a predictable pattern in the outcomes that is described by
the relative frequencies.

* All outcomes are assigned a probability.

* The probabilities are numbers between 0 and 1. This makes
sense because each probability is a relative frequency.

* The sum of all of the probabilities is 1. This makes sense because
we have listed all the outcomes. Since each probability is a
relative frequency, these outcomes make up 100% of the
observations.

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.org/
herkimerstatisticssocsci/?p=117
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@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?p=117
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97. Probability Rules (2 of 3)

Learning Objectives

*  Reason from probability distributions, using
probability rules, to answer probability questions.

Here we continue to use probability distributions to answer
probability questions. We look for some patterns that suggest
general rules for determining probabilities.

Example

When Can We Add Probabilities?

Compare these two questions. What do the solutions
have in common?

Question 1: A person with blood type A can receive
blood from individuals with type A or O blood. What
is the probability that a randomly selected person from
the United States can donate blood to someone with
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single person. A person cannot have both type A blood and
type O blood.

The events “no eggs” and “1 egg” are disjoint. These
outcomes cannot both happen at the same time for a single
nest. A nest cannot contain no eggs and at the same time
contain 1 egg.

If two events are disjoint, then we can add their
individual probabilities. We write this fact as a rule:

P(A or B) = P(A) + P(B)

Comment

We stated the addition rule as a formal rule. A rule is a concise way
to summarize a general principle from specific examples. This is one
advantage of a rule. One disadvantage of a rule is that sometimes it
discourages us from just thinking through a problem. Students often
have the experience that they misremember a rule or forget the
conditions required for the rule to work. This leads to mistakes that
we can avoid if we just think through the problem without worrying
about rules. We encourage you to think through probability
problems whenever possible without resorting to rules. If you use
a rule, be careful to check that the situation meets the conditions
required for using the rule.

This addition rule for probabilities only works when the events
are disjoint. If the events are not disjoint, the rule does not work.
Here is an example of when the rule does not work because the
events are not disjoint.
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Example

When Can We NOT Add Probabilities?

Arts- Bus-Ec = Heal . Graph Culin Ro
Sci on fo th 1cs ary Arts
Tech Science Design y Totals
o ™ 4660 435 49 4y 105 83 6,19
e 4 8
56 5,8
Male 4,334 490 4 223 97 94 02
Colu
mn 8994 925 b 644 202 7 o0
Totals

Question: What is the probability that a randomly
selected student is either a Health Science major or a
female?

Answer: There are 644 Health Science majors and
6,198 females, but 421 students are counted twice
because they are both Health Science majors and
female. We must subtract these students before

calculating the relative frequency:
644+ 6,198 — 421 6,421
12,000 ~ 12,000

Now let’s calculate the individual probabilities and

P(Health Science or female) = ~ 0.54

see if the rule works:
. 644 6,198
P(Health Science) + P(female) = 15,000 4 12,000 0.57
Main point: P(Health Science or female) # P(Health

Science) + P(female). In other words, the addition rule
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does not work here. Why not? The two events “Health
Science” and “female” are not disjoint. The data set
contains people who are both in the Health Science
program and female.

Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=118

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?2p=118
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Learn By Doin g

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=118

Example

Do We Ever Subtract Probabilities?

Compare these two questions. What do the solutions
have in common?

Question 1: People with blood type O can donate
blood to people with any other blood type. For this
reason, people with blood type O are called universal
donors. What is the probability that a randomly
selected person from the United States is not a
universal donor?
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Learn B_v Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=118

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/?2p=118
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98. Probability Rules (3 of 3)

Learning Objectives

*  Use conditional probability to identify independent
events.

Independence and Conditional Probability

Recall that in the previous module, Relationships in Categorical
Data with Intro to Probability, we introduced the idea of the
conditional probability of an event.

Here are some examples:

* the probability that a randomly selected female college student
is in the Health Science program: P(Health Science | female)

* P(a person is not a drug user given that the person had a
positive test result) = P(not a drug user | positive test result)

Now we ask the question, How can we determine if two events are
independent?
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Example

Identifying Independent Events

Is enrollment in the Health Science program independent
of whether a student is female? Or is there a relationship
between these two events?

Arts- Bus-Ec € Heal . Graph Culin Ro
Sci on fo th 1S ary Arts W
Tech Science Design y Totals
Fema 49 6,19
le 4,660 435 4 421 105 83 3
56 58
Male 4,334 490 4 223 97 94 02
Colu
mn 8994 925 052 644 202 177 0012*0
Totals

To answer this question, we compare the probability that
a randomly selected student is a Health Science major with
the probability that a randomly selected female student is a
Health Science major. If these two probabilities are the
same (or very close), we say that the events are
independent. In other words, independence means that
being female does not affect the likelihood of enrollment in
a Health Science program.

To answer this question, we compare:

* the unconditional probability: P(Health Sciences)
» the conditional probability: P(Health
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Sciences | female)

If these probabilities are equal (or at least close to equal),
then we can conclude that enrollment in Health Sciences is
independent of being a female. If the probabilities are
substantially different, then we say the variables are
dependent.

P(Health Science) = —4_ ~ 0.054(marginal probability; an unconditional probability)

12,000
421

P(Health Science|female) = -== ~ 0.068(conditional probability)

Both conditional and unconditional probabilities are
small; however, 0.068 is relatively large compared to 0.054.
The ratio of the two numbers is 0.068 / 0.054 =1.25. So the
conditional probability is 25% larger than the unconditional
probability. It is much more likely that a randomly selected
female student is in the Health Science program than that a
randomly selected student, without regard for gender, is in
the Health Science program. There is a large enough
difference to suggest a relationship between being female
and being enrolled in the Health Science program, so these
events are dependent.

Comment:

To determine if enrollment in the Health Science program is
independent of whether a student is female, we can also compare
the probability that a student is female with the probability that a
Health Science student is female.

P(female) = %

P(female|Health Science) = % ~ 0.654

~ 0.517
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We see again that the probabilities are not equal. Equal

0.517

probabilities will have a ratio of one. The ratio is ——— =&~ (.79

0.654

, which is not close to one. It is much more likely that a randomly
selected Health Science student is female than that a randomly
selected student is female. This is another way to see that these
events are dependent.

To summarize:

If P(A | B) = P(A), then the two events A and B are independent.To
say two events are independent means that the occurrence of one
event makes it neither more nor less probable that the other occurs.

Learn By Doing

@ An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.org/

herkimerstatisticssocsci/2p=119
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Learn By Doing

a An interactive or media element has been
excluded from this version of the text. You can
view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/?p=119

@ An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or

herkimerstatisticssocsci/2p=119

a An interactive or media element has been
excluded from this version of the text. You can

view it online here:

https: /library.achievingthedream.or:

herkimerstatisticssocsci/2p=119

In Relationships in Categorical Data with Intro to Probability, we
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explored marginal, conditional, and joint probabilities. We now
develop a useful rule that relates marginal, conditional, and joint
probabilities.

Example

A Rule That Relates 